
www.manaraa.com

Advances in Intelligent Systems and Computing 938

Zhengbing Hu
Sergey Petoukhov
Ivan Dychka
Matthew He    Editors 

Advances in 
Computer 
Science for 
Engineering and 
Education II



www.manaraa.com

Advances in Intelligent Systems and Computing

Volume 938

Series Editor

Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland

Advisory Editors

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
Rafael Bello Perez, Faculty of Mathematics, Physics and Computing,
Universidad Central de Las Villas, Santa Clara, Cuba
Emilio S. Corchado, University of Salamanca, Salamanca, Spain
Hani Hagras, Electronic Engineering, University of Essex, Colchester, UK
László T. Kóczy, Department of Automation, Széchenyi István University,
Gyor, Hungary
Vladik Kreinovich, Department of Computer Science, University of Texas
at El Paso, El Paso, TX, USA
Chin-Teng Lin, Department of Electrical Engineering, National Chiao
Tung University, Hsinchu, Taiwan
Jie Lu, Faculty of Engineering and Information Technology,
University of Technology Sydney, Sydney, NSW, Australia
Patricia Melin, Graduate Program of Computer Science, Tijuana Institute
of Technology, Tijuana, Mexico
Nadia Nedjah, Department of Electronics Engineering, University of Rio de Janeiro,
Rio de Janeiro, Brazil
Ngoc Thanh Nguyen, Faculty of Computer Science and Management,
Wrocław University of Technology, Wrocław, Poland
Jun Wang, Department of Mechanical and Automation Engineering,
The Chinese University of Hong Kong, Shatin, Hong Kong



www.manaraa.com

The series “Advances in Intelligent Systems and Computing” contains publications
on theory, applications, and design methods of Intelligent Systems and Intelligent
Computing. Virtually all disciplines such as engineering, natural sciences, computer
and information science, ICT, economics, business, e-commerce, environment,
healthcare, life science are covered. The list of topics spans all the areas of modern
intelligent systems and computing such as: computational intelligence, soft comput-
ing including neural networks, fuzzy systems, evolutionary computing and the fusion
of these paradigms, social intelligence, ambient intelligence, computational neuro-
science, artificial life, virtual worlds and society, cognitive science and systems,
Perception and Vision, DNA and immune based systems, self-organizing and
adaptive systems, e-Learning and teaching, human-centered and human-centric
computing, recommender systems, intelligent control, robotics and mechatronics
including human-machine teaming, knowledge-based paradigms, learning para-
digms, machine ethics, intelligent data analysis, knowledge management, intelligent
agents, intelligent decision making and support, intelligent network security, trust
management, interactive entertainment, Web intelligence and multimedia.

The publications within “Advances in Intelligent Systems and Computing” are
primarily proceedings of important conferences, symposia and congresses. They
cover significant recent developments in the field, both of a foundational and
applicable character. An important characteristic feature of the series is the short
publication time and world-wide distribution. This permits a rapid and broad
dissemination of research results.

** Indexing: The books of this series are submitted to ISI Proceedings,
EI-Compendex, DBLP, SCOPUS, Google Scholar and Springerlink **

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


www.manaraa.com

Zhengbing Hu • Sergey Petoukhov •

Ivan Dychka • Matthew He
Editors

Advances in Computer
Science for Engineering
and Education II

123



www.manaraa.com

Editors
Zhengbing Hu
School of Educational Information
Technology
Central China Normal University
Wuhan, Hubei, China

Sergey Petoukhov
Mechanical Engineering Research Institute
of the Russian Academy of Sciences
Moscow, Russia

Ivan Dychka
“Igor Sikorsky Kiev Polytechnic Institute”
National Technical University of Ukraine
Kiev, Ukraine

Matthew He
Halmos College of Natural Sciences
and Oceanography
Nova Southeastern University
Ft. Lauderdale, FL, USA

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-3-030-16620-5 ISBN 978-3-030-16621-2 (eBook)
https://doi.org/10.1007/978-3-030-16621-2

Library of Congress Control Number: 2018942171

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-16621-2


www.manaraa.com

Preface

Thanks to computer science, modern engineering and educational technologies
receive radically new opportunities. These include the possibility of performing
computational experiments, detailed visualization of the objects being constructed
and studied, distance learning, fast retrieval of information in huge databases,
creation of artificial intelligence systems, etc. Therefore, the problems of computer
science and its applications in engineering and education are at the center of
attention of governments and scientific–technological communities. Accordingly,
higher education institutions face the pressing tasks of educating new generations of
specialists who can effectively use and further develop achievements of computer
science and their applications.

By these reasons, the National Technical University of Ukraine “Igor Sikorsky
Kyiv Polytechnic Institute” and the International Research Association of Modern
Education and Computer Science (RAMECS) jointly organized the Second
International Conference on Computer Science, Engineering and Education
Applications (ICCSEEA2019), January 26–27, 2019, Kiev, Ukraine.
ICCSEEA2019 brought together the top researchers from different countries around
the world to exchange their research results and address open issues in computer
science, engineering, and education applications.

The best contributions to the conference were selected by the program
committee for inclusion in this book out of all submissions.

Our sincere thanks and appreciation to the board members as listed below:

Michael Zgurovsky, Ukraine
Yurii Yakymenko, Ukraine
Oleksandr Pavlov, Ukraine
Ivan Dychka, Ukraine
Valeriy Zhuykov, Ukraine
Pavlo Kasyanov, Ukraine
M. He, USA
Georgy Loutskii, Ukraine
Felix Yanovsky, Ukraine
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Igor Ruban, Ukraine
Volodymyr Tarasenko, Ukraine
Prof. Janusz Kacprzyk, Poland
Prof. E. Fimmel, Germany
PhD G. Darvas, Hungary
Dr. K. Du, China
Dr. Oleksii K. Tyshchenko, Ukraine
Prof. N. A. Balonin, Russia
Prof. S. S. Ge, Singapore
Prof. A. U. Igamberdiev, Canada
Prof. A. V. Borisov, Russia
Dr. X. J. Ma, China
Prof. S. C. Qu, China
Prof. Y. Shi, USA
Dr. J. Su, China
Dr. O. K. Ban, USA
Prof. J. Q. Wu, China
Prof. A. Sachenko, Ukraine
Prof. Q. Wu, China
Prof. Z. W. Ye, China
Prof. C. C. Zhang, Taiwan
Prof. O. R. Chertov, Ukraine
Prof. N. D. Pankratova, Ukraine.

Finally, we are grateful to Springer-Verlag and Janusz Kacprzyk as the editor
responsible for the series “Advances in Intelligent System and Computing” for their
great support in publishing this conference proceedings.

January 2019 Zhengbing Hu
Sergey Petoukhov

Ivan Dychka
Matthew He
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Abstract. This paper deals with improvement of malware protection efficiency.
The analysis of applied scientific researches devoted to creation of malware
protection systems suggests that the improvement of mathematical tools using
modern neural network models based on deep neural networks is a promising
trend in the development of malware detection systems. Also, the results of
analysis have determined the need to create a development method for the deep
neural network architecture suitable for use within the modern malware detec-
tion means. As part of the study, a method for developing a deep neural network
architecture designed to detect malicious software has been suggested. In con-
trast to the existing methods, it helps avoid long-term numerical experiments to
determine the expediency of application of the neural network model and
optimize its structural parameters during the development. At the same time,
multiple experiments conducted using Microsoft BIG-2015 malware database
have shown that the method constructs a neural network model that provides a
detection error commensurate with the error of modern malware detection
systems. Prospective research is related to the adaptation of the suggested
method for the application of deep neural networks in behaviour analysers.

Keywords: Malware � Detection � Neural network model �
Deep neural network � Neural network architecture

1 Introduction

According to many reputable studies, malware has been among the most dangerous
threats in both general and special-purpose modern computer systems for quite a long
time [1, 5, 10, 11]. This is suggested by well-known cases of successful cyber-attacks
implemented using various malicious programs [12, 15]. A number of experts are
occupied with the development of appropriate security tools, but the problem is still far
from being resolved. The main difficulties arise when detecting the malware as it
penetrates the computer system. For this purpose, modern protection systems use
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solutions related to the artificial neural networks (ANN) theory on a large scale. The
future prospects of this trend are confirmed by separate successful applications of ANN
in computer virus detection means (open source code ClamAV antivirus, Deep Instinct
startup) and a large number of relevant theoretical and practical works, which are
summarized in [7, 9, 16]. At the same time, insufficient detection accuracy and poor
adaptability to operating conditions, as well as the closed nature of the solutions used
limits their scope considerably, while the constant progress of the neural networks
theory indicates that significant improvement of proven neural network tools (NNT) for
malware detection is possible. This explains the relevance of research for improvement
of the existing NNT, which, through the use of modern theoretical solutions, would
allow for effective malware detection.

2 Analysis of Literature Sources in the Field of Research

The main objective of the ANN use in malware protection means is malware detection
based on the generalization of controlled parameters as shown in case studies [13, 14,
16]. At the same time, the neural network malware detection process typically involves
the evaluation of a set of controlled parameter values by the neural network. If an ANN
estimation is within a certain range, then malware is considered to be detected, and in
case it is out of the range, it is assumed that there is no malware in the computer system.
According to the information protection NNT development methodology described in
[9], the main trends for increasing the efficiency of such tools are associated with the
adaptation of the neural network model (NNM) type and parameters to the expected
conditions of use, which are primarily determined by the used set of input parameters.

For example, in [2, 3] the methods for determining the program code fragments to
list and assess the ANN input parameter values used in the malware detection systems
and in anti-virus protection systems are described. Also, an approach for NNM
application based on Kohonen self-organizing topographic map is described. The
choice of the NNM type is stated to be due to the implementation of comparative
numerical experiments. The training time has been used as a comparison standard. In
[9], the description and results of experiments in which ANN was used for malware
detection on the basis of a two-layer perceptron are provided. At the same time, neither
NNM parameters nor the training procedure have been optimized.

In [5], an approach has been suggested for the determination of NNM input
parameters intended for malware detection based on the obfuscated code analysis. The
approach assumes the use of theoretical solutions for deobfuscation in order to optimize
the code. A procedure for software code deobfuscation using a value/state dependency
graph has also been developed. It has been established that the developed procedure
represents the functional semantics of the tested programs in the form of a graph. As a
result, neural network malware detection on the basis of its implementation semantics
has become possible.

[2, 3, 7, 13] offer a computer virus detection system based on the neural network
analysis of normalized signatures.

The detection accuracy is declared to be within 80–91%. The possibility of poly-
morphic viruses detection is indicated. The main difference between the results in

4 I. Dychka et al.
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[2, 3, 7, 13] is the use of different approaches for the preliminary processing of ANN
input parameters. It should be noted that in [2, 3, 7, 13], no mechanisms for optimizing
the two-layer perceptron structure or forming the training sample are given. Also, there
are certain doubts as to the expediency of using NNM based on obsolete ANN,
including the two-layer perceptron and Kohonen topographic map. It should be noted
that modern NNTs are based on NNM of a deep neural network (DNN) type [4, 6–9].

For example, in [8] DNN with autoencoder pre-education has been used. The
network consists of 8 layers with 30 neurons each. To obtain a set of DNN input data, a
specially designed method for automatic generation of malware signatures has been
used. The results of numerical experiments with the detection accuracy reaching 98%
are given. However, [8] states that DNN is taught based on unlabelled data only with
the help of the autoencoder mechanism. This somewhat reduces the reliability of the
results, since it is considered that in order to ensure high detection accuracy, it is also
necessary to predict DNN training using the algorithm for reverse error distribution
based on labelled training data.

In order to extend the results of the analysis, academic and research papers devoted
to the NNT assessment of information systems security parameters have also been
considered. For instance, in [4] a basic set of criteria for the effectiveness of the NNM
type used to evaluate security parameters has been formed. The ways to expand this set
have been specified. In addition, the procedure for NNT development to estimate the
security parameters of information system resources, which can be used in the con-
struction of malware detection systems, has been developed in the paper. Also, a
method to assess the NNT detection effectiveness for Internet-oriented cyber-attacks,
which can also include Internet-oriented malware, has been developed.

In [4], NNM to recognize network cyber-attacks on information resources has been
developed. The expediency of DNN application is shown. This is due to the fact that
this type of the neural network model is characterized by high learning ability, high
computing capabilities and high adaptability to the application environment. The
results of experiments based on network cyber-attack detection are shown, with sig-
natures listed in the NSL-KDD database.

Also, in related works [1–12, 15, 16], the method for adapting DNN parameters to
the conditions of computer virus recognition was not found.

The analysis suggests that the use of DNN-based neural network detection devices
is a promising area for improving the effectiveness of malware protection systems. At
the same time, the set of input DNN parameters depends on the features of the detection
system. For a behaviour analyser, the list is defined by a set of signs of potentially
dangerous functions calls in the application interface of the operating system. For an
antivirus scanner, the list of features may correlate with malware signatures. A con-
clusion can be made that in most relevant academic and research papers, no theoretical
justification of using DNN in malware detection means, as well as the justification of
DNN architectural parameters adaptation to the expected application conditions, is
available.

Therefore, the purpose of this study is to ensure the effectiveness of malware
detection systems by adapting the type of deep neural network architecture and
architectural parameters to the expected conditions of use.

Malware Detection Using Artificial Neural Networks 5
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3 Improvement of Methodological Framework

In accordance with the generally accepted methodology for the development of
information protection NNT, elements of the methodological framework for DNN
architectural parameters adaptation to the expected application conditions have been
developed during the first stage of research.

DNN Type Use Acceptability Principle. Among the available types, i-th DNN type
(DNNi) is included in the set of admissible types (DNNavl), provided that its main
characteristics (Q(DNNi), s(DNNi)) meet the requirements for the allowed time (savl)
and the permissible resource intensity of NNT construction (Qavl):

if Q DNNið Þ�Qavlð Þ& s DNNið Þ� savlð Þ ! DNNi 2 DNNavl: ð1Þ

DNN Effectiveness Calculation Principle. The effectiveness of the i-th DNN type
(DNNi) correlates to the extent, to which this type of DNN meets the basic functional
requirements described using the efficiency criteria. The following expression is used to
quantify the effectiveness:

V DNNið Þ ¼
XK
k¼1

akHk DNNið Þ ð2Þ

where V(DNNi) is the value of the efficiency function, Hk(DNNi) is the value of the k-th
criterion for DNN with the i-th architecture, a ε [0…1] is the weight factor of the k-th
efficiency criterion, and К is the number of criteria.

DNN Effectiveness Estimation Principle. Among the admissible types, i-th DNN type
(DNNi) is the most effective, provided that its efficiency function (Vi) has the maximum
value:

max
Vi

¼ V1; V2; ::VIf g: ð3Þ

The development of the above principles allowed us to suggest a model for
determining the DNN effective types:

DNNent ! DNNavl ! DNNeff

where DNNent is a set of available DNN types, DNNavl is a set of admissible DNN
types, and DNNeff is a set of effective DNN types.

Based on theoretical developments related to ANN, the following has been defined:

DNNent ¼ dnn1; dnn2; dnn3; dnn4f g

where dnn1 is fully connected DNNs for which no pretraining procedure is provided,
dnn2 is fully connected DNNs for which the pretraining procedure is used, dnn3 is
convolutional neural networks (CNN) with direct signal propagation, dnn4 is recurrent
CNN (RCN).

6 I. Dychka et al.
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The admissibility condition for dnn1 and dnn4 DNN types is defined:

if 20Nx 0w þ 0; 2k Nx þNy
� �� �� savl

� � ! dnn1; dnn4f g 2 DNNavl ð4Þ

where Nx, Ny is the number of DNN input and output parameters, #w is the average time
required to create one case study with the expected output signal, k is the duration of
one training iteration.

The admissibility of dnn3 DNN type is defined by the following expression:

if Nx 0w þ 0; 2k Nx þNy
� �� �� savl

� � ! dnn3 2 DNNavl: ð5Þ

The admissibility of dnn2 type is defined by the following expression:

if 22; 2Nx #n þ 0; 01kNx Nx þNy
� �� ��

þ 200Nx #m þ 0; 2k Nx þNy
� �� ��� savl ! dnn2 2 DNNavl

ð6Þ

where #n is the average time required to create one case study without the output signal
expectation.

Also, the results of [4, 9] have been used to suggested the set of criteria for the
effectiveness of the DNN type criteria correlating with the basic requirements for the
NNM in the MS recognition task, which is presented in Table 1. The suggested effi-
ciency criteria are dimensionless. The list may be further modified in accordance with
the specific conditions of the malware detection task.

Similarly to [4, 9], it has been assumed that the values of the suggested criteria can
vary within the range of 0 to 1. At the same time, the value of the k-th criterion for the i-
th DNN architecture is 1 if the corresponding k-th requirement is fully provided in this
architecture, and 0 if it is not provided. See Table 2 for the calculated criteria values for
the included DNN.

Table 1. Criteria for the NNM type effectiveness.

Criterion Requirement

H1 Ability to use labelled case studies
H2 Ability to use unlabelled case studies
H3 Adaptation for training
H4 Adaptation for training by individual parts
H5 Training stability
H6 Training time minimization
H7 Computing power maximization
H8 Ability to take into account the topology of the data analysed
H9 Decision speed maximization
H10 Adaptability to the dynamic data rows analysis

Malware Detection Using Artificial Neural Networks 7
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4 Method for DNN Architecture Adaptation

Integration of the common methodology for the development of neural network
information security tools with the principles, criteria and model for determining the
effective DNN types suggests a method for DNN architecture adaptation to the con-
ditions of the malware detection task that consists of 5 stages.
Step 1. Formalization of the detection conditions in order to obtain the numerical

values of the parameters used in expressions (1–6).
Step 2. Determination of the expediency of use of the DNN neural network model.

In order to do this, the mathematical tools (1, 4–6) should be used.
Step 3. Determination of the significance of efficiency criteria in Table 2.
Step 4. Definition of the most effective type of DNN NNM architecture using

expressions (2, 3).
Step 5. Determination of the architectural parameters of the most effective type. It is

expedient to use the results of [9, 16] to determine the parameters of fully
connected DNNs, and the results of [14, 15] to determine the parameters of
CNN and RCN.

The input data for the method are parameters that are characterized by the expected
conditions for the DNN use in the malware detection tools, and the output is the type
and parameters of the DNN architecture. Let us consider the use of the suggested
method on a specific example of the DNN architecture adaptation to the following
conditions of application:

– The detection system refers to the commonly used hardware and software;
– NNM is used to recognize Windows-based computer viruses;
– The NNM input is represented by information received during test files scanning;
– The permissible time for NNT creation is 1 month (2,592,000 s);
– Microsoft BIG-2015 computer virus database is used for NNM training and testing.

Table 2. Values of effectiveness criteria for tested DNN types.

Criterion dnn1 dnn2 dnn3 dnn4
H1 1 1 1 1
H2 0 1 0 0
H3 0 1 0 0
H4 0 1 0 0
H5 1 0.5 1 0.5
H6 1 0.5 0.5 0.5
H7 1 0.5 0.5 0.5
H8 0 0 1 1
H9 1 1 1 1
H10 0 0 0 0.5

8 I. Dychka et al.
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It should be noted that BIG-2015 Database contains sample signatures of 9 com-
puter viruses, which are characterized in Table 3. The total number of examples is
10,868.

BIG-2015 Database is generated using the Interactive DisAssembler software
package, which removes the metadata related to the Assembler language instructions,
the registers contents, and the data and functions imported from DLL from the binary
file. The Flirt technology application to the disassembled code detects potentially
dangerous functions in partition management, file management, registry operation,
system information use etc. The list of such functions in [5, 9] contains 300 names in
the first approximation. Based on the scoping of the application conditions, we could
proceed to the implementation of the DNN development method.
Step 1. Since the use of available databases is foreseen for the formation of a training

sample, it is assumed that the case studies are already formed in the
estimation calculations. That is #w ¼ #n ¼ 0. At the same time,
savl ¼ 2; 592; 000 s, and the number of case studies P = 10,868. It is
assumed that the NNM input parameters correlate with the set of all
potentially dangerous functions of the Windows operating system, and the
initial parameters are related to the names of the viruses presented in the
BIG-2015 Database. Therefore, Nx = 300, and Ny = 9. Also, expert
evaluation suggested that the duration of a single training iteration does
not exceed 0.01 s, i. e. k = 0.001 s.

Step 2. By substituting the obtained Nx;Ny; #w; #n and k values in (1, 4–6)
expressions, the following result is obtained: s(dnn1, dnn4) = 3708 s,
s(dnn3) = 185 s, s(dnn2) = 98818 s. Since all these values are less than
savl, it is considered that the expediency of all DNN types using has been
proven.

Step 3. Evaluation of the significance of each effectiveness criterion presented in
Table 2, has been implemented with the help of the expert method of pair
comparison. The obtained results are shown in Table 4.

Table 3. BIG-2015 Database characteristics.

Virus name Number of case studies Virus type (Microsoft classification)

Ramnit 1541 Worm
Lollipop 2478 Adware
Kelihos_ver3 2942 Backdoor
Vundo 475 Trojan
Simda 42 Backdoor
Tracur 751 TrojanDownloader
Kelihos_ver1 398 Backdoor
Obfuscator.ACY 1228 Any kind of obfuscated malware
Gatak 1013 Backdoor

Malware Detection Using Artificial Neural Networks 9
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Step 4. By substituting the data from Table 4 for each DNN type into expression (3),
the followins values are obtained: V(dnn1) = 0.75, V(dnn2) = 0.535,
V(dnn3) = 0.725, V(dnn4) = 0.64. Expression (4) determines that the most
effective type is dnn1.

Step 5. With known values of Nx and Ny, the dnn1 basic architectural parameters are
the number of hidden neural layers, the number of neurons in each hidden
layer, and the type of activation function. Three-layer perceptron with the
number of hidden layers Kh = 2 has been chosen as dnn1 basic option

According to the recommendations in [4, 9], the architectural parameters of such a
DNN are defined by the following expression:

Nh ¼ Round

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P� Nx

p
Ny � Kh

� �
ð7Þ

where Nh is the number of neurons in each hidden layer, Kh is the number of hidden
layers; f(zk) = max(0, zk) is activation function of the hidden and output layer neurons,
where zk is the total input signal of the k-th neuron in the hidden or output layer. By
substituting the known P, Nx, Ny and Kh values into expression (7), Nh = 135 is
obtained.

Following the determination of architectural parameters we could proceed to the
development of relevant software. This was done using the Python programming
language and the TensorFlow library (developed by Google). The experiments have
been performed on a personal computer (AMD FX-9800P (2.7–3.6 GHz)/RAM
8 GB/HDD 1 TB/AMD Radeon RX 540, 2 GB) with OS Windows 10.

The training had 100 stages. After about 90 training stages, the training error
stabilized at the level of 0.01. Subsequently, test samples not used in the training have
been submitted to the DNN input from the BIG-2015 Database. Figure 1 shows
recognition errors for different viruses.

Analysis of Fig. 1 indicates that the biggest recognition error is typical of Simda,
Tracur, and Vundo viruses. This can be explained by a small number of case studies
that correspond to these viruses. At the same time, the average error of recognition for
all virus types is 0.036. It should also be noted that due to the use of the suggested
method during NN development, we managed to avoid long-term numerical experi-
ments aimed at determining the expediency of its application and at optimizing its
structural parameters. Considering that the recognition error achieved corresponds to
the error of modern antivirus tools [1, 2, 5, 7, 11, 12], this indicates the effectiveness of
the suggested solutions.

Table 4. Weight factors of the DNN types effectiveness criteria.

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
0.1 0.02 0.03 0.02 0.2 0.15 0.2 0.15 0.1 0.03

10 I. Dychka et al.
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Fig. 1. Recognition error per sample.

5 Conclusions

It has been shown that improving the mathematical support of malware detection
systems using modern neural network models based on deep neural networks is a
promising area of malware detection systems development. The need for creating a
development method for this model, which is adapted to the conditions of application
as an anti-virus means, has been determined. The method for developing a deep neural
network architecture designed to detect malware has been suggested. In contrast to the
existing methods, this method allows avoiding the long-term numerical experiments to
determine the expediency of the neural network model application and optimize its
structural parameters during its development. At the same time, numerical experiments
using the Microsoft BIG-2015 computer virus database show that the method allows
for construction of a neural network model that provides a recognition error com-
mensurate with the error of modern computer virus detection systems. Further research
is related to the adaptation of the suggested method for the deep neural networks
application in behaviour analysers.
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Abstract. The study focuses on increasing the effectiveness of web server load
forecasting systems, which are utilized for technical state diagnostics and
ensuring data security of distributed computer systems and networks. The
analysis of applied research papers has shown that a promising way of web
server load forecasting systems development is improving their mathematical
background by using modern frequency-time signal analysis methods based on
the wavelet transformation theory. It has been established that the challenges of
using the wavelet transformation theory are primarily related to the choice of
basis wavelet type, parameters of which shall be adapted to the application
conditions in a particular forecasting system. A new basis wavelet type selection
method, which is most effective for web server load parameters forecasting, has
been proposed. This method is based on a series of conditions and criteria to
achieve significant effectiveness for the given forecasting task by choosing a
basis wavelet type. Also, simulation modelling based on the web server request
statistics collected by the authors in a Ukrainian university has shown that the
method allows selecting the basis wavelet type, which ensures the approxima-
tion error level similar to that of the modern web server load forecasting sys-
tems. The possibility to avoid long-term simulation modelling typically used for
basis wavelet type selection is a significant advantage of the proposed method
for wavelet model development. Prospects for further research are related to the
refinement of the effectiveness criteria calculation process and improvement of
the proposed method by developing a basis wavelet parameters calculation
procedure.
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1 Introduction

Due to the intensive growth of distributed computer network systems, the challenge of
ensuring their operation reliability becomes more and more important and urgent as an
increasing number of such systems are being integrated in various branches of human
activity. The structure of virtually all modern computer network systems includes one
or more servers to ensure integration with the global computer network, Internet.
Typical services provided by web servers include WWW, FTP and e-mail. Practical
experience has shown repeated disruptions of networked computer systems operation
due to web server software failures, which are both due to excessive server loads and
successful DDoS attacks [2, 4, 6]. It is obvious that the prevention of such violations is
possible by developing effective tools for web server load forecasting tools. Many
researchers [1, 3, 8, 9, 16] suggest that the effectiveness of such tools cannot be
increased without developing new methods and models to create sufficiently reliable
forecasts of operational parameters.

It must be noted that the created forecasts are used as a base for both network
resources planning and determining the control actions applied to them. Therefore, the
computer networks operation efficiency directly depends on the reliability of opera-
tional parameters forecasting methods and models, the development of which is a
general subject of this article.

2 Analysis of Literature Sources in the Field of Research

Based on the general model development methodology for evaluating performance
parameters of web-oriented information systems, it has been established that the
architecture of this model directly depends on many parameters that determine web
server load. Considering the typical web server tasks, as well as the network com-
munication protocols used, three groups of parameters can be defined, each charac-
terizing the utilization of:

– Server computer hardware resources.
– Operating system resources.
– Network resources.

As a rule, all aforementioned groups are registered in operation via commonly used
software and hardware. The earlier studies [2, 4, 12, 14] suggested forecasting these
parameters over time using forecast models described by analytical expressions as
follows:

Z ¼ aþ b t; ð1Þ

Z ¼
XH
h¼0

ah þ th
� �

; ð2Þ

Z ¼ a exp k tð Þ; ð3Þ
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Ztþ 1 ¼ Zt þ Zt�1 þ . . .þ Zt�Nþ 1

N
; ð4Þ

Atþ 1 ¼ x� Zt þ 1� xð Þ � At�1 ð5Þ

where Z is the parameter value, t is time, a, b are regression coefficients, K is the
approximating polynomial power, ai is the i-th coefficient of the approximating
polynomial, k is the coefficient, Zt is the parameter value at time t, N is the sliding
window size, At is the smoothed parameter value at time t, and w is the exponential
smoothing coefficient.

These models have names as follows: 1 - linear, 2 - polynomial, 3 - exponential, 4 -
sliding average, 5 - exponential smoothing. Their main advantage is the mathematical
apparatus simplicity. At the same time, the practical use has revealed a major drawback
of these models. In the case of a long-term load forecast, models (1–5) do not ade-
quately factor in the non-stationary and multi-periodic nature of typical time depen-
dencies of most web server operational parameters [2, 4, 12, 14].

In addition, the analysis of models (1–5) suggests with a high degree of certainty
that certain periodic components occur at time t 6¼ 0. This fact, as well as conclusions
[4, 6], indicate that the forecast model for web server load parameters shall adequately
include the non-stationary time-frequency nature of these parameters.

According to a number of studies [6, 8, 9, 16], this requirement can be fulfilled by
applying elements of the wavelet transform theory to the forecast model.

Studies [8, 9] propose a prediction method based on the integration of wavelet
analysis and neural network in order to improve the accuracy of web traffic predicates.
A non-linear and non-stationary time series of web traffic have been decomposed and
then rebuilt into several branches using the wavelet method. These branches were
forecasted by neural networks, respectively, and the final value was a combination of
these forecasted results. The theoretical analysis and experimental results show that the
wavelet analysis can decompose the initial traffic series into several time series, which
have simpler frequency components and are easier to forecast. Therefore, it has been
shown that the developed method has higher forecast accuracy than conventional
forecasting approaches.

Study [16] presents a server load forecasting model based on the analysis of
wavelet packets. The model assumes that server load time series is decomposed and
reconstructed using wavelet packet analysis to obtain multiple server branches with the
same historical series length. The proposed method has been proven experimentally to
be superior to the conventional forecasting approach.

An approach for predicting short-term load was developed in [6]. This approach
uses vector machines (LS-SVM) and the wavelet transform (WT) theory. The historical
time series is analysed using wavelet transforms with the results being forecasted using
a single LS-SVM predictor. The new forecast model combines the advantages of WT
and LS-SVM. As compared to other predictors, this forecasting model is declared to
have a greater generalizing ability and higher accuracy.

The conducted analysis suggests that application of wavelet transform theory is a
promising approach for increasing effectiveness of web server load forecasting systems.
However, it can be argued that modern wavelet systems pay insufficient attention to
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questions related to mother wavelet parameters selection. Also in related works the
method of choosing the most effective base wavelet was not found [1–16]. At the same
time, the wavelet transform theory suggests that the wrong choice of these parameters
can greatly reduce the effectiveness of the forecasting system. Therefore, the goal of
the study is to develop a new basis wavelet type selection method, which is most
effective for web server load parameters forecasting.

3 Basic Principles of the Method

Similarly to the well-known methods for developing tools for computer system
parameters forecasting [1, 2, 13, 15], the basis wavelet type selection method being
developed is based on the following provisions:

– Criteria for selecting the most effective basis wavelet type should reflect the extent
of its suitability for the given forecasting task.

– The k-th criterion for determining the most effective basis wavelet type means the
degree, in which this type of wavelet fulfils the k-th requirement of the forecasting
task.

– Calculation of the i-th basis wavelet type effectiveness can be represented in the
following form:

Ri ¼
XK
k¼1

akrk ið Þ ð6Þ

where Ri is the index of the integral effectiveness of the i-th basis wavelet type, rk(i)
is the k-th effectiveness criterion of the i-th type of the mother wavelet, ak is the
weight coefficient of the k-th effectiveness criterion, K is the number of
effectiveness criteria.

– The most effective basis wavelet type is determined by the following expression:

Reff ¼ max Rf gI ð7Þ

where {R}I is the set of parameters of basis wavelet types integral effectiveness, I is
the cardinal of the set.

4 Effectiveness Criteria for Mother Wavelets

Stating the basic provisions of the basis wavelet selection method development allows
proceeding to the next stage of research, which is the development of a set of effec-
tiveness criteria used in expression (6). For this purpose, the characteristics of the most
proven basis wavelet types have been analysed with the results listed in Table 1. The
analysis is based on theoretical studies [5, 7, 10–12].
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As a result of the analysis, a number of effectiveness criteria have been developed
in the first approximation (see Table 2).

By analogy with [13, 15], it was assumed that the values of the proposed criteria
from r1 to r11 in the first approximation can be estimated on a two-point discrete scale.
In this case, the value of the k-th criterion for i-th basis wavelet type is equal to 1, if the
corresponding k-th requirement is fully fulfilled, and equals 0 if not fulfilled. In the

Table 1. Tested basis wavelet types.

Basis wavelet type name Basic wavelet type analytic form Basis type

WAVE wavelet wðtÞ ¼ �t expð� t2
2Þ Real continuous

MHAT wðtÞ ¼ ð1� t2Þ expð� t2
2Þ

Nth order Gaussian wnðtÞ ¼ ð�1Þn @n

@tn ðexpð� t2
2ÞÞ

DOG wavelet wðtÞ ¼ expð� tj j2
2 Þ � 1

2 expð� tj j2
8 Þ

LP wavelet wðtÞ ¼ ðp tÞ�1ðsinð2p tÞ � sinðp tÞÞ
Daubechies wavelet wðtÞ ¼ ffiffiffi

2
p P

k
gk/ð2t � kÞ

HAAR
wðtÞ�

1; 0� t\1=2
�1; 1=2� t\1
0; t\0; t� 1

8<
:

Real discrete

FHAT
wðtÞ�

1; tj j � 1=3
�1=2; 1=3\ tj j � 1
0; tj j[ 1

8<
:

Morlet wðtÞ ¼ expðik0tÞ expð� t2
2Þ Complex

Paul wðtÞ ¼ Cðnþ 1Þ in

ð1�itÞnþ 1

Table 2. Basis wavelet type effectiveness criteria.

Criterion Description

r1 Redundant information present in wavelet coefficients
r2 No redundant information present in wavelet coefficients
r3 Fast wavelet transform can be applied
r4 Infinite regularity present
r5 Random regularity present
r6 Basis function is symmetrical
r7 Basis function is asymmetrical
r8 Basis function is orthogonal
r9 Scaling function present
r10 Full signal recovery is possible
r11 Basis function is compact
r12 Basic function geometry is similar to analysed process geometry
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future, the criteria can be calculated more accurately in the range from 0 to 1. See
Table 3 for the calculated criteria values for tested basis wavelet types.

It should be noted that a priori it is difficult to determine the value of the efficiency
criterion r12, which determines the similarity of the basis function geometry compared
to the analysed process geometry. Therefore, Table 3 doesn’t contain this value.

5 Basis Wavelet Type Selection Method

The use of the developed principles for determining the most effective basis wavelet
type and the results of the research related to the creation of effective neural network
models for parameter estimation made it possible to propose a basis wavelet type
selection method for web server load forecasting.
Step 1. Formalization of the forecasting task conditions in order to determine the

type and values of parameters that describe web server load.
Step 2. Determining the value of r12 criterion for each of the tested basis wavelet

types. The determination involves estimating the similarity of the basis
wavelet shape geometry and the forecasted process geometry.

Step 3. Determining the significance of each of the effectiveness criteria presented in
Table 2. This may be performed via expert evaluation.

Step 4. Calculation of the effectiveness of each basis wavelet type. Expression (6)
shall be used.

Step 5. Determining the most effective basis wavelet type using expression (7).

Let us consider using the proposed method on a specific basis wavelet type
selection example for web server load forecasting.
Step 1. Let us evaluate the web server load using the request statistics (graph in Fig. 1).

Therefore, the forecasting function is described by expression K = f(t), where

Table 3. Criteria values for tested basis wavelet types.

Basis wavelet type r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 r11
WAVE wavelet 0 1 0 1 0 1 0 0 0 1 0
MHAT 0 1 0 1 0 1 0 0 0 1 0
Nth order Gaussian 0 1 0 0 1 0 1 0 0 0 0
DOG wavelet 0 1 0 0 1 0 1 0 0 1 0
LP wavelet 0 1 0 0 1 0 1 0 0 0 0
Daubechies wavelet 1 0 1 0 1 0 1 1 1 1 1
HAAR 1 0 1 0 1 0 1 1 1 1 1
FHAT 1 0 1 0 1 1 0 0 0 1 0
Morlet 0 1 0 1 0 1 0 0 0 1 0
Paul 0 1 0 1 0 1 0 0 0 1 0
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K is the number of web server requests during the day, and t is the time. It
should be noted that the statistics collected by the authors corresponds to the
number of web server requests at a Ukrainian university in 2018.

Step 2. For each of the tested basis wavelet types, the r12 criterion value is obtained
by comparing the geometry of the corresponding function with the request
statistics graph shown in Fig. 1. The calculated values are listed in Table 4.

Step 3. The significance of each effectiveness criteria in the given task was evaluated
using the expert method of pair comparison. The results are listed in Table 5.

Step 4. The integral effectiveness indicator for each of the tested basis wavelet types
is calculated using the data from Tables 3, 4 and 5 in expression (6). The
results are listed in Table 6.

Step 5. Expression (7) indicates that Daubechies wavelet-4 is the most effective
wavelet.

Following determination of the most effective basis wavelet type, simulation
modelling was conducted to verify the obtained solutions by checking the statistical
data approximation accuracy and the possibility of using wavelet coefficients to
determine the local characteristics of the load process.

Table 4. r12 criterion values for tested basis wavelet types.

Basis type WAVE
wavelet

MHAT Nth order Gaussian DOG
wavelet

LP
wavelet

r12 value 0.4 0.5 0.5 0.5 0.5
Basis type FHAT HAAR Daubechies wavelet-4 Morlet Paul

r12 value 0.5 0.3 0.9 0.3 0.5

Table 5. Weighting factors of basis wavelet type effectiveness criteria.

r1 r2 r3 r4 r5 r6 r7 r8 r9 r10 r11 r12
0.15 0.01 0.07 0.06 0.06 0.06 0.06 0.06 0.06 0.15 0.06 0.2

Table 6. Integral effectiveness indicator values for tested basis wavelet types.

Basis
type

Wave
wavelet

MHAT Nth order Gaussian DOG wavelet LP wavelet

R value 0.36 0.38 0.23 0.38 0.23
Basis
type

FHAT HAAR Daubechies wavelet-4 Morlet Paul

R value 0.59 0.73 0.85 0.34 0.38
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Calculations were performed using Mathcad. The results of the analysis are pre-
sented in Fig. 1 as wavelet spectrum graphs.

The analysis of data shown in Fig. 1 indicates that the analysed process has 4
periodic components, which are equal to 2, 4, 8 and 16 days. The third component
seems to occur approximately on the 14–16th day of operation, and the rest do not have
clear time localization.

Fig. 1. The results of the analysis of tested wavelet types. Web server traffic wavelet spectrum

Fig. 2. The results of the analysis of tested wavelet types. Graphs of the original (S) and
recovered signal (S’)

20 Z. Hu et al.
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In addition, the inverse discrete wavelet transform of the signal was performed
using a set of wavelet coefficients. Figure 2 shows graphs of the recovered and the
original signal.

A sufficiently high similarity of the indicated graphs can be noted. Additionally, the
average approximation error does not exceed 5%. At the same time, the average
approximation error of other basis wavelet types is approximately 10%. It can be noted
that, as shown by studies [6, 8, 9, 16], the approximation error for such statistics is 5–7%.

Therefore, the results of the experiments confirm the possibility of applying the
developed method, the prospects for improvement of which lie in refining the calcu-
lation of effectiveness criteria and their weights. In addition, the proposed method can
be further elaborated in basis wavelet parameters calculation.

6 Conclusions

It has been shown that a promising way of web served load forecasting systems
development is improving their mathematical background by using modern frequency-
time signal analysis methods based on the wavelet transformation theory. It has been
established that the challenges of using the wavelet transformation theory are primarily
related to the choice of basis wavelet type, parameters of which shall be adapted to the
application conditions in a particular forecasting system. A new basis wavelet type
selection method, which is most effective for web server load parameters forecasting,
has been proposed. This method is based on a series of conditions and criteria used to
achieve significant efficiency for a given forecasting task by choosing a basis wavelet
type. In addition, simulation modelling based on the web server request statistics
collected by the authors in a Ukrainian university, was used to show that the method
allows selecting the basis wavelet type, which ensures the approximation error level
similar to that of the modern web server load forecasting systems. The possibility to
avoid long-term simulation modelling typically used for basis wavelet type selection is
a significant advantage of the proposed method for wavelet model development.
Prospects for further research are related to the refinement of the efficiency criteria
calculation process and improvement of the proposed method by developing a basis
wavelet parameters calculation procedure.
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Abstract. The calculation procedure using the method of direct linearization of
mixed self-oscillations, forced and parametric oscillations in a system with
limited power-supply is considered. On the basis of this method, the equations
of non-stationary and stationary motions are derived. Using these equations and
the Routh-Hurwitz criteria, the conditions for the stability of steady-state
oscillations are obtained. Calculations were carried out to obtain information on
the amplitude-frequency dependence and stability of oscillations in order to
compare with the results obtained by the known methods of nonlinear
mechanics. These calculations show that the results based on the method of
direct linearization are qualitatively completely similar to the results obtained
using the well-known methods of nonlinear mechanics, there are only fairly
small quantitative differences. At the same time, in contrast to the known
methods of nonlinear mechanics, the use of the method of direct linearization is
quite simple, it takes much less time and labor spent.

Keywords: Mixed oscillations � Self-oscillations � Forced oscillations �
Parametric oscillations � Limited excitation � Imperfect energy source �
Method � Direct linearization

1 Introduction

The models of linear and nonlinear oscillatory systems, methods and technics of their
calculation are considered in many papers, for example, [1–18]. As is known from the
theory of oscillations, oscillatory processes are divided into 4 types: free oscillations;
forced oscillations; parametric oscillations; self-oscillations. The mixed oscillations (4
classes) representing the “mixture” of these types of vibrations are more complex than
the first ones. The most complex class of mixed oscillations, both in mathematical and
physical terms, is “mixed self-oscillations, forced oscillations, parametric oscillations”.
This class, as shown in [1, 2], is considered in a very small number of papers, and in the
case of an ideal source of energy. These mixed oscillations, both in the case of an ideal
and nonideal energy source, are studied in [1].

The well-known Sommerfeld effect, experimentally discovered at the beginning of
the last century (1902), led to the emergence of a new direction in the theory of
oscillations - the theory of oscillatory systems with limited power-supply or non-ideal
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sources of energy. Its systematic basis was laid by the works of Kononenko, V.O., who
considered all the above types of oscillations, taking into account the limited power of
the energy source [3]. This direction of the theory of oscillations has been further
developed in the papers of Kononenko, V.O. and his followers, and at present it has
acquired particular relevance in connection with energy and environmental problems.

The main method for studying oscillatory systems with limited excitation is the
Krylov-Bogolyubov method for constructing approximate analytical solutions of non-
linear differential equations with a small non-linearity. Both this method and other
well-known methods for studying nonlinear systems (energy balance, harmonic lin-
earization, etc.) require significant labor spent, time, etc. These disadvantages are
significantly reduced using the methods of direct linearization described in [4–8] which
significantly ease the calculation of the parameters of various technical objects. In this
context, we note the work [9], in which, with reference to the works [10–13], it is
indicated that one of the main problems of nonlinear system dynamics is the high labor
spent for analyzing connected oscillator networks, which play an important role in
biology, chemistry, physics, electronics, neural networks, etc. The purpose of the
article is to develop the procedure for calculating nonlinear oscillatory systems with
limited excitation based on direct linearization methods. Its structure includes the
following sections: system model; replacing nonlinear functions with linear ones using
the direct linearization method; solving linearized equations; stability conditions for
stationary motions; calculations; conclusion.

2 System Model

Consider mixed self-oscillations, forced and parametric oscillations in a system with
limited excitation using the example of a model (see Fig. 1) of a friction self-oscillating
system [1, 3], which is under external influences: the driving force k sin m2t and
parametric bx cos m1t disturbance. The functioning of the system is supported by the
engine (energy source) with the torque characteristic of the Mð _uÞ. Self-oscillations are
caused by the nonlinear friction force TðUÞ, depending on the relative velocity
U ¼ r _u� _x, at the point of contact of the body of mass m with the tape.

Fig. 1. System model
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The equations of motion of the system are

m€xþ k _xþ cxþFðxÞ ¼ TðUÞþ k sin m2t � bx cos m1t;

J€u ¼ Mð _uÞ � rTðUÞ ð1Þ

where k is the damping coefficient, c is the stiffness coefficient, F (x) is the nonlinear
part of the spring force of the spring, k and m2 is the amplitude and frequency of the
driving force, b and m1 respectively, the modulation depth and frequency of the para-
metric effect (b << c), J is the total moment of inertia of engine parts rotating at a
velocity _u, r is the radius of the point of application of the friction force T(U).

3 Replacing Nonlinear Functions with Linear Linearization
Method

Nonlinear characteristics of forces in practice are described in most cases by polyno-
mial functions. In this regard, we represent the polynomial functions of nonlinear
forces

FðxÞ ¼
X
s

csx
s; TðUÞ ¼ R�f ðUÞ; �f ðUÞ ¼ sgnUþ

X
i

di U
i: ð2Þ

Here cs ¼ const, di ¼ const, s ¼ 2; 3; 4; . . .; i ¼ 1; 2; 3; . . .;R is the normal reaction
force, �f ðUÞ is the coefficient of friction, sgnU ¼ 1 at U[ 0 and sgnU ¼ �1 at U\0.
Since U ¼ r _u� _x, then we transform the expression �f ðUÞ and write in the form
�f ðUÞ ¼ sgnUþ f ð _xÞ, f ð _xÞ ¼ P

n � 0
an _xn, where the coefficients an depend on dn and _u.

Using the direct linearization method [5], we now replace functions (2) with linear
functions

F�ðxÞ ¼ BF þ kF x; f�ð _xÞ ¼ Bf þ kf _x: ð3Þ

The linearization coefficients BF , kF , Bf , kf included in (3) are determined by the
expressions

BF ¼
X
s

csNs a
s; s ¼ 2; 4; 6; . . .ðs is even numberÞ; ð4Þ

kF ¼
X
s

cs �Nsa
s�1; s ¼ 3; 5; 7; . . .ðs is odd numberÞ;

Bf ¼
X
n

anNn t
n; n ¼ 0; 2; 4; . . .ðn is even numberÞ;

kf ¼
X
n

an �Nnt
n�1; n ¼ 1; 3; 5; . . .ðn is odd numberÞ:
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Here a ¼ max xj j, t ¼ max _xj j, Ns ¼ ð2rþ 1Þ=ð2rþ 1þ sÞ, �Ns ¼ ð2rþ 3Þ=
ð2rþ 2þ sÞ, Nn ¼ ð2rþ 1Þ=ð2rþ 1þ nÞ, �Nn ¼ ð2rþ 3Þ=ð2rþ 2þ nÞ. Regardless of
the value of the parameter r, on which the accuracy of linearization depends, there are
Ns ¼ 1, Nn ¼ 1 for s = n = 0 and �Ns ¼ 1, �Nn ¼ 1 for s ¼ n ¼ 1. Although the value
of r can be different, it is enough to choose from the interval (0, 2), as shown in [5].

Equations (1) in view of (3) take the form

m€xþ k0 _xþð�cþ b cos m1tÞ x ¼ Bþ k sin m2tþR sgnU;

J€u ¼ Mð _uÞ � r0RðsgnUþBf þ kf _xÞ
ð5Þ

where k0 ¼ k � Rkf , �c ¼ cþ kF , B ¼ RBf � BF .

4 Equation Solutions

To reflect the captured (resonant) oscillations caused by the simultaneous fulfillment of
certain relations between the frequency of self-oscillations and the frequencies of both
effects, the condition of synchronism of the resonant frequencies of external and
parametric effects was introduced in [1]. Since, in practice, the main interest is the main
resonances from the influence of both effects, in accordance with this condition, we
have for the main resonances m2 ¼ m1=2, for which we give solutions (6a, 6b).

In accordance with the method of replacing variables with averaging [5], we have
x ¼ a cos w, w ¼ ptþ n, p ¼ m1=2, and we can immediately write down solutions for
determining the non-stationary values of the amplitude a and the phase n of the
oscillations:

(a) u� ap

da
dt

¼ � k0 a
2m

� 1
2 pm

ðk cos n� ba
2
sin 2nÞ;

dn
dt

¼ x2
0 � p2

2p
þ kF

2pm
þ 1

4pam
ð2k sin nþ ba cos 2nÞ;

ð6aÞ

(b) u\ap

da
dt

¼ � a
2m

k0 þ 4R
pa2p2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2p2 � u2

p� �
� 1
2pm

ðk cos n� ba
2
sin 2nÞ;

dn
dt

¼ x2
0 � p2

2p
þ kF

2pm
þ 1

4pam
ð2k sin nþ ba cos 2nÞ

ð6bÞ

where x2
0 ¼ c=m.

Under the conditions _a ¼ 0, _n ¼ 0 from (6a, 6b), the equations for calculating the
stationary values of a and n follow. Since in the resonance region the frequency
difference x0 � p is rather small, it is possible to accept ðx2

0 � p2Þ=2p � x0 � p. As
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shown in [1] and other works of the author analytically and by modeling on an analog
computer, the characters of xðtÞ, _xðtÞ solutions at u� ap and u\ap speeds are different.
The amplitude in the case of u\ap and small external influences can be calculated by
the approximate equality ap � u or ax0 � u.

The procedure for applying direct linearization methods for calculating oscillatory
systems with limited excitation, described in [7, 8], based on extracting the main part of
the X solution and discarding small vibrational components evibr in the expression
_u ¼ Xþ evibr, allows us to find the equations from (5)

(a) u� ap

du
dt

¼ r0
J

Mðu
r
Þ � r0 Rð1þBf Þ

h i
; ð7aÞ

(b) u\ap

du
dt

¼ r0
J

Mðu
r
Þ � r0Rð1� Bf Þ � r0R

p
ð3p� 2w�Þ

� �
; ð7bÞ

whence for stationary movements we have the relation

Mðu=rÞ � SðuÞ ¼ 0; ð8Þ

wherein
(a) u� ap Sþ ðuÞ ¼ r0 Rð1þBf Þ;
(b) u\ap S�ðuÞ ¼ r0R ð1� Bf Þþ p�1ð3p� 2w�Þ

� �
where u ¼ r0 X, w� ¼ 2p� arcsin ðu=apÞ.

The expression SðuÞ reflects the load on the energy source and in the case of u\ap
is determined taking into account the approximate equality ap � u. The stationary
values of the velocity u are determined by the intersection points of the curves Mðu=rÞ
and SðuÞ.

5 Stability Conditions for Stationary Solutions

To derive the stability conditions for stationary motions, we make up the equations in
variations for (6a, 6b) and (7a, 7b) and use the Routh-Hurwitz criteria, with the result
that we get the following conditions:

D1 [ 0;D3 [ 0;D1D2 � D3 [ 0 ð9Þ

where

D1 ¼ �ðb11 þ b22 þ b33Þ;
D2 ¼ b11b33 þ b11b22 þ b22b33 � b23b32 � b12b21;

D3 ¼ b11b23b32 þ b12b21b33 � b11b22b33:
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In the case of u� ap we have

b11 ¼ r0
J
ðQ� r0R

@Bf

@u
Þ; b12 ¼ � r20R

J
@Bf

@a
; b21 ¼ � a

2m
@k0
@u

;

b22 ¼ � 1
2m

ðk0 þ a
@k0
@a

Þþ b
4 pm

sin 2n; b23 ¼ 1
2 pm

ðk sin nþ ab cos 2nÞ;

b32 ¼ 1
2 pm

ð@kF
@a

� k
a2

sin nÞ; b33 ¼ 1
2 pma

ðk cos n� ab sin 2nÞ

ð10aÞ

in the case of u \ ap, the expressions b23, b32, b33 do not change, only change

b11 ¼ r0
I

Q� r0R
@Bf

@u
� 2r0R

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2p2 � u2

p
" #

; b12 ¼ �Rr20
J

@Bf

@a
þ 2u

pa
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2p2 � u2

p
" #

;

b21 ¼ � a
2m

@k0
@u

� 4uR

pa2p2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2p2 � u2

p
" #

;

b22 ¼ � 1
2m

ðk0 þ a
@k0
@a

þ 4Ru2

pa2p2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2p2 � u2

p Þþ b
4pm

sin 2n

ð10bÞ

where Q ¼ d
duMðurÞ.

In (8), the values of a, n and X, determined from the equations of stationary
motions and the partial derivatives of @kf =@u, @Bf =@u, are calculated with the known
specific form of the function T(U).

In the case of a widespread and used characteristic of a self-oscillation causing
nonlinear friction force

�f ðUÞ ¼ sgnU � d1Uþ d3U
3 ð11Þ

taking into account the fact that with averaging _u ¼ X, u ¼ rX, we have

f ð _xÞ ¼ P3
n¼0

an _xn where a0 ¼ d0 þ d1uþ d2u2 þ d3u3, a1 ¼ �ðd1 þ 2d2uþ 3d3u2Þ,
a2 ¼ d2 þ 3d3u, a3 ¼ �d3, and the partial derivatives in (10a, 10b)

@Bf

@u
¼ @a0

@u
þN2ðapÞ2 @a2

@u
;
@kf
@u

¼ ap
@a1
@u

þ �N3ðapÞ3 @a3
@u

;

@a0
@u

¼ d1 þ 2d2uþ 3d3u2;
@a1
@u

¼ �2ðd2 þ 3d3uÞ; @a2
@u

¼ 3d3;

@a3
@u

¼ 0; k0 þ a
@k0
@a

¼ k � Rða1 þ 3a3 �N3p
2a2Þ:

ð12Þ

Note that in calculating @Bf =@u, only even powers of n and, respectively, a0, a2 are
taken into account, and in calculating @kf =@u, odd powers of n and, respectively, a1, a3
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are taken into account. As shown in [14], the dependence of the form (11) was also
observed when considering the problem of measuring friction forces in a space
experiment.

6 Calculation

To obtain information on the characteristics of stationary modes, calculations were
performed in case of characteristic (11) with the following parameters: x0 ¼ 1c�1,
m ¼ 1 kgf � c2 � cm�1, k ¼ 0:02 kgf, b ¼ 0:07 kgf � cm�1, R ¼ 0:5 kgf, k ¼ 0:02 kgf
�c � cm�1, d1 ¼ 0:84 c � cm�1, d3 ¼ 0:18 c3 � cm�3, r0 ¼ 1 cm, I ¼ 1 kgf � c � cm2.
Depending on the linearization accuracy parameter r, the values of the coefficients N2

and �N3 are as follows: N2 ¼ 0:6 (r ¼ 1), �N3 ¼ 0:75 (r ¼ 1:5).
Figure 2 shows some results of calculations in the case of u ¼ 1:16 cm � c�1 and the

linear characteristic of the elastic force (kF � 0), where Fig. 2b reflects the dependence
of the amplitude on the velocity u for p = 2. Self-oscillations in the velocity range
u ¼ u0 � 1:217 cm � c�1 do not exist. The amplitude of self-oscillations (as) is indicated
in Fig. 2a with a line with a dot. The stable and unstable amplitudes of oscillations with
an ideal source of energy are shown in Fig. 2a, respectively, the solid and dashed curves.
With a non-ideal source of energy, oscillations are stable within shaded sectors. For the
sake of brevity, these sectors are shown on the amplitude curve, although they should be
indicated on the load curve SðuÞ. Depending on the steepness, the characteristic of the
energy source and the direction in which its velocity changes, a number of interesting
dynamic phenomena arise in the system, similar to those described in [1].

7 Conclusions

We considered the procedure for applying the methods of direct linearization to cal-
culate the most complex class of mixed oscillations (the interaction of self-oscillations,
forced oscillations and parametric oscillations) with a non-ideal source of energy that

Fig. 2. Dependences of amplitude on frequency (p) and speed (u)
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supports oscillations. The results on the basis of the direct linearization method
demonstrate that they are similar to those obtained using the well-known methods of
nonlinear mechanics. In the well-known methods of studying nonlinear systems, the
form of the solution is usually given, and if a nonlinear characteristic of a complex type
is used, the derivation of the final calculated ratios becomes a big challenge. This
causes great difficulty in practical calculations, because the ratios obtained as a result of
calculations depend on the type of characteristic. As can be seen from the above results,
this disadvantage is absent in the direct linearization method, which allows to obtain
the final calculated ratios, regardless of the specific type of nonlinear characteristic.
And also, in comparison with the known methods for analyzing nonlinear systems,
methods of direct linearization by several orders of magnitude reduce labor and time
spent in calculations, which significantly increases their efficiency in practice. Its
application is quite simple, which is especially valuable for calculating real objects for
various purposes.
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Abstract. Climbing robots for vertical and inclined surfaces are rather new
modification of mobile robots used to perform contact technological operations
while simultaneously overcoming the forces of gravity. In this paper, we pro-
pose new approach to increase energy efficiency of such robots by equipping
them with elastic elements used as energy accumulators. This approach to the
design and control of mobile robot allows using accumulated energy of motion
when servomotors are turned off. So main feature of the proposed dynamic
model is transformation of accumulated potential energy into kinetic energy of
motion. The simulations of proposed model prove the concept of significant
decrease of energy consumption and show the influence of stiffness parameter of
elastic elements on beneficial effect of its use.

Keywords: Mobile robot � Stepping robot � Climbing robot �
Vertical movement robot � Energy recovery � Dynamic model

1 Introduction

Stepping robots for arbitrarily orientated surfaces, including vertical walls (also known
as climbing robots) are rather new modification of mobile robots used to perform
technological operations for monitoring industrial facilities, installation and disman-
tling of building structures, repair and preventive maintenance of their components etc.
Such robots are especially useful in extreme conditions of man-made disasters that are
dangerous for human stay.

Important feature of wall climbing robots is the retention system designed to keep
the robot on a surface overcoming the gravitational force. It has effect on design
parameters calculation increasing importance of dynamic model of such robots and
significance of robot weight. Gravitational component of the dynamic load can be
reduced by optimization of climbing robot energy efficiency lowering weight of the
drives and power sources. Such optimization is the main goal of this research.

Our solution provides significant energy savings thanks to accumulation of
potential energy in elastic elements at the first step of movement and its conversion into
kinetic energy of motion with the engine off at each second step.

The fundamental contributions of this work are:
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– New design of climbing mobile robot with energy accumulators is proposed and
its dynamic model is presented.

– Proposed idea of elastic elements embedded in actuators provides significant
energy efficiency.

– Influence of elastic energy accumulators’ stiffness is studied and valuable
practical results are received.

Rest of the paper is organized as follows: in Sect. 2, brief survey of recent achieve-
ments in mobile robotics for vertical movement is made. Fundamentally new con-
struction of stepping robot is proposed in Sect. 3 followed by description of this robot
dynamic model in Sect. 4. Section 5 contains experimental results of elastic energy
accumulators simulations and discussions. The paper is concluded in Sect. 6.

2 Related Work

The newest designs of vertical movement robots without dynamic analysis of their
movement process are described in articles [1, 2]. In papers [3, 4] vacuum grippers of
wall climbing robots were considered but without calculations of the device. Calcu-
lations of mechanical grippers of mobile robot are given in [5]. Paper [6] contains
description of rope climbing robot for video surveillance. The need for such guides
(ropes) complicates the design of the robot, and limits its technological capabilities.
Original mobile rescue robot is proposed in [7]. However, the wheel transmission of the
specified robot limits its movement only to horizontal or slightly inclined surfaces.
Symbiosis of mobile robot and aircraft for extinguishing fires is described in the article
[8]. The mathematical model of this robot, unfortunately, is limited to matrices of
angular coordinates and does not display its dynamic parameters. Dynamic model of a
mobile robot is most fully represented in the research [9] but only in relation to vacuum
coupling with a vertical surface. In contrast to the studies above, works [10, 11]
propose the principles of integration of energy storage devices to robot’s actuators,
which increases the robot’s energy efficiency. However, those studies are limited to
static models, without taking dynamic parameters into account. Thus, the task of
designing a stepping robot dynamic model with energy recovery is most relevant.

3 Stepping Robot Principle

Taking into account the fundamental difference between the robot [12] and similar
solutions, namely its ability to accumulate potential energy in the first stage of the
movement and convert it into kinetic energy in the second stage, let us first consider the
principle of the robot action. Figure 1 shows three stages A, B, C of the stepping robot
movement along the vertical wall. The robot itself includes a housing 1 with a rotating
actuator 2 located on it. The actuator is connected to pedipulators (stepping mecha-
nisms) 3 via the transmission. They are equipped with elastic elements 4, which are
used for potential energy accumulation in the first half of the movement cycle (the first
half of the robot’s step).
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The grippers 5…8 keep the robot on vertical or arbitrarily oriented surface. They
can be implemented in different ways, i.e. as mechanical, vacuum, electromagnetic or
adhesive devices. The type of gripper is determined by the surface of movement and
the robot’s technological functions. The grippers 5, 6 and 7, 8 are enabled alternately in
each half of the robot movement cycle (step). When grippers 5 and 6 are attached to the
surface of the movement, drive 2 rotates pedipulators 3 by a certain degree bi around
corresponding points ‘a’ and ‘b’ with a varying radius R1= Var. In this case, the elastic

elements 4 are compressed, accumulating the potential energy U ¼ jx2

2 (where: j is
stiffness of the elastic element, N/m; x is value of the spring deformation).

Simultaneously, when the grippers 7 and 8 are disabled, a similar drive rotates this
pair of pedipulators around points ‘c’ and ‘d’ with the radius R2= Const. R2 is constant
because these grippers are disabled. Robot body 1 is moved along the distance X1 with
the speed V, so the robot passes the first half of its movement cycle distance. In the ‘B’
state, when bi ¼ 45�, the elastic elements 4 reach maximum compression, accumu-
lating maximum amount of potential energy.

During the second half of the movement cycle, the drive 2 is disabled and the robot
moves under the influence of elastic elements 4 straightening. When distance X2 is
covered, the grippers 7 and 8 are turned on and therefore become attached to the
surface of movement, while the grippers 5 and 6 are released. Then full cycle of such
longitudinal movement is repeated.

Thus, on the second half of the movement cycle mobile robot moves using energy
of elastic elements deformation accumulated during the first stage of the movement. As
a result, energy resources are saved for main technological operations.

Fig. 1. Diagram of the robot movement along the vertical wall
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4 Stepping Robot Dynamic Model

Initially, we will build dynamic model of the stepping robot. It will allow us to define
objective functions and proceed with parametric optimization using a method that was
improved by the authors.

To describe the robot movement, we use the Lagrange equations of the second
kind:

d
dt

@T
@ _qi

� �
� @T

@qi

� �
¼ Qqi ; i ¼ 1. . .k ð1Þ

where: k is degree of freedom of a mechanical system; qi are generalized coordinates; _qi
are generalized velocities; Tðqi; _qiÞ is kinetic energy of mechanical system, which is a
function of generalized coordinates and generalized velocities; Qqi is generalized force,
which matches the generalized coordinate qi. Let us determine potential and kinetic
energy of robot movement in different stages, depending on the design parameters.
Then we can get differential equations of a robot motion on the first and second parts of
the movement cycle (step) and make dependencies between the parameters of the robot
transmission.

In current model, the system has two degrees of freedom. We choose rotation angle
of the supporting leg q1 ¼ b1 and the rotation angle of free leg q2 ¼ b2 as generalized
coordinates. Then _b1; _b2 are the generalized velocities. Let us name the leg attached to
the surface of movement the ‘supporting’ leg. Then the ‘free’ leg is the one not attached
to the surface.

The robot body travels distance s that can be described with the following formula:

s ¼ R2 cos 45�ð1� tgð45� � b1ÞÞ; 0� b1 � 90� ð2Þ

Then velocity of the robot’s body is

V ¼ ds
dt

¼ R2 cos 45�

cos2ð45� � b1Þ
_b1; ðcos 45� ¼ sin 45� ¼

ffiffiffi
2

p

2
Þ ð3Þ

In addition, equation for the kinetic energy Tk of body will be

Tk ¼ mV2

2
¼ mR2

2

4 cos4ð45� � b1Þ
ð _b1Þ2 ð4Þ

where m is mass of robot body.
Let us consider the mass of each leg m1 to be evenly distributed along the robot.

Free leg performs a plane parallel motion: it moves forward with the body with velocity
V and rotates with angular velocity around the fixing point mounted to the body (points
‘c’ and ‘d’ in Fig. 1). Speed projections of arbitrary point with coordinates x1, y1 can be
represented as follows
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Vx1 ¼ _b2y sinð45� � b2Þ; Vy1 ¼ V þ _b2y cosð45� � b2Þ: ð5Þ

Kinetic energy of robot’s free leg is

T1 ¼ 1
2

Z
ðV2

x1 þV2
y1Þdm: ð6Þ

We substitute the expressions for the velocity projections and dm ¼ m1dy=R2 in (6)
and perform integration:

T1 ¼ m1

2
V2 þVR2

_b2 cosð45� � b2Þþ
1
3
ð _b2R2Þ2

� �
: ð7Þ

We then substitute expression (3) for the velocity V and get the final formula for
finding kinetic energy of the free leg:

T1 ¼ m1R2
2

2
ð _b1Þ2

2 cos4ð45� � b1Þ
þ

_b1 _b2
ffiffiffi
2

p
cosð45� � b2Þ

2 cos2ð45� � b1Þ
þ 1

3
ð _b2Þ2

 !
: ð8Þ

Supporting leg, having its grips attached to the surface, performs rotational movement
with angular velocity _b1. At the same time, the mutual displacement of the leg parts due
to the spring deformation may be neglected. We can get the expression for kinetic
energy of supporting leg from the formula (7) by substituting robot linear velocity
V = 0 and angular velocities of the pedipulators _b2 ¼ _b1:

T2 ¼ m1R2
2

6
ð _b1Þ2: ð9Þ

Then total kinetic energy T during two halves of the robot movement cycle will be:

T ¼ R2
2

2
ð2m1 þmÞð _b1Þ2
2 cos4ð45� � b1Þ

þ m1
_b1 _b2

ffiffiffi
2

p
cosð45� � b2Þ

cos2ð45� � b1Þ
þ 2m1

3
ðð _b2Þ2 þð _b1Þ2Þ

 !

ð10Þ

To get the differential equations of robot movement during both parts of the cycle, we
first construct an equation for the generalized forces. In order to do this, we find the
partial derivatives of the kinetic energy that are contained in Eq. (1):
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@T
@ _b1

¼ R2
2
2

ð2m1 þmÞ _b1
cos4ð45��b1Þ þ

m1
_b2
ffiffi
2

p
cosð45��b2Þ

cos2ð45��b1Þ þ 4m1
3

_b1
� �

@T
@b1

¼ � R2
2 sinð45��b1Þ

2
2ð2m1 þmÞð _b1Þ2
cos5ð45��b1Þ þ 2m1

_b1 _b2
ffiffi
2

p
cosð45��b2Þ

cos3ð45��b1Þ
� �

@T
@ _b2

¼ R2
2
2

m1
_b1
ffiffi
2

p
cosð45��b2Þ

cos2ð45��b1Þ þ 4m1
3

_b2
� �

@T
@b2

¼ R2
2
2

m1
_b1 _b2

ffiffi
2

p
sinð45��b2Þ

cos2ð45��b1Þ
� �

ð11Þ

Additionally, it is recommended to calculate total derivatives with respect to time.
After that, generalized forces Qqi can be found using

Qqi ¼
dAqi

dqi
ð12Þ

where dqi is possible increment of the generalized coordinate qi; dAqi is possible work
of forces that influence the mechanical system during the corresponding movement.

In our case, we use possible increment db1 of rotation angle b1 of mobile robot leg
and resulting possible increment ds of displacement s. This is the distance on which
drive forces perform possible work

dAb1 ¼ 2M1i
nz � 2J sinð45� � b1Þ � ðmþ 2m1Þg sinðcÞ

� �
ds

�m1g sinðcÞR2 cosð45� � b1Þdb1
ð13Þ

where M1 is pedipulator(leg) drive torque, N/m; i is transmission ratio; n, z are gear
module and teeth number respectively; m, m1 are mass of robot body and single leg
mass respectively. The force of pedipulator’s elastic element is equal to:

J ¼ Pmin þ jR2 1� cos 45�

cosð45� � b1Þ
� �

; 0� b1 � 90�: ð14Þ

Taking into account Eq. (2), we will get the increment of the distance s:

dS ¼ R2 sin 45�

cos2ð45� � b1Þ
db1 : ð15Þ

Therefore, generalized force is equal to

Qb1
¼ Q2 þQ1 ð16Þ

where driving force on the second half of robot movement:

Q2 ¼ 2M1i
nz

� �
R2 sin 45�

cos2ð45� � b1Þ
ð17Þ
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and on the first half:

Q1 ¼ � 2J sinð45� � b1Þþ ðmþ 2m1Þg sin cð ÞR2 sin 45�

cos2ð45� � b1Þ
� m1g sin cR2 cosð45� � b1Þ:

ð18Þ

Let us express the possible increment db2 of the turn angle b2. As the result, we will get
the possible increment du ¼ db2i, where i is transmission ratio and b2 is rotation angle
of the link to which the torque M2 is applied (Fig. 1). This is the distance where
momentum M2 performs possible work dAb2 ¼ M2idb2. So generalized force will be:

Qb2 ¼ M2i� m1g sinðcÞR2 cosð45� � b2Þ: ð19Þ

Next, we put expressions for the derivatives and generalized forces to (1). We leave the
summands containing second derivatives with respect to the rotation angles in the left
side and transfer other summands to the right side of expression (1). As a result, we get
differential equations for the first part of the mobile robot movement cycle:

R2
2
2

ð2m1 þmÞ€b1
cos4ð45��b1Þ þ

m1
€b2
ffiffi
2

p
cosð45��b2Þ

cos2ð45��b1Þ þ 4m1
3
€b1

� �
¼ Q2 þQ1 þ R2

2
2 Aþ @T

@b1

R2
2
2

m1
€b1
ffiffi
2

p
cosð45��b2Þ

cos2ð45��b1Þ þ 4m1
3
€b2

� �
¼ M2iþ R2

2
2 Bþ @T

@b2

0� b1 � bo

ð20Þ

where bo is extreme value of b1, when the momentum M1 still has effect. Then:

L1 ¼ R2 cos 45� ð1� tgð45� � boÞ½ � and L2 ¼ R2 cos 45� ð1þ tgð45� � boÞ½ � ð21Þ

where L1 is part of the distance travelled under the influence of drive force F1 and L2 is
distance covered under the influence of elastic element decompression F2.

The value of the angle bo depends on the momentum M1 and the stiffness j of
elastic element. It is selected using simulations with the goal to make velocity V close
to zero at the end of supporting leg rotation. Otherwise, there will be unnecessary
energy expenditure and the leg can significantly hit movement limiter. In our solution,
the angle is equal to bo ¼ p=6.

We can get the differential equations for the robot movement on the second part of
the cycle from (20). In order to do this, we put the value M1 = 0 into the expression for
generalized force Qb1 when the leg rotation angle b1 is within the limits bo\b1 � 90�:

R2
2
2

ð2m1 þmÞ€b1
cos4ð45��b1Þ þ

m1
€b2
ffiffi
2

p
cosð45��b2Þ

cos2ð45��b1Þ þ 4m1
3
€b1

� �
¼ Q1 þ R2

2
2 Aþ @T

@b1

R2
2
2

m1
€b1
ffiffi
2

p
cosð45��b2Þ

cos2ð45��b1Þ þ 4m1
3
€b2

� �
¼ M2iþ R2

2
2 Bþ @T

@b2

ð22Þ

Those differential equations can be solved with the numerical method that requires
expressing them as a system of first order equations and solving with respect to
derivatives for the first and second stages of pedipulators movement.
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5 Simulation Results

The system of differential equations was solved using numerical fourth order Runge-
Kutta method and simulated in the MATLAB environment. The results are shown
below. As it was mentioned above, pedipulators use elastic elements (Fig. 1, item 4) for
accumulation of potential energy in the first half of the step. The main characteristic of
elastic elements is their stiffness j - parameter that defines the compression force of
these elements and the accumulated potential energy in the first half of the pedipulator
step. Figure 2(a) shows that this parameter has more significant effect on the robot
displacement s(t) in the second half of the step than in the first half when the drive is
disabled and accumulated potential energy is converted into the kinetic energy of
motion. Similarly, the stiffness of elastic elements affects the angular movement of
pedipulators (Fig. 3b).

Fig. 2. Distance-time (a) and angular movement (b) graphs for different stiffness j (N/m) of the
elastic elements

Fig. 3. Angular (a) and linear (b) velocity graphs of the pedipulator, j (N/m) - stiffness of elastic
elements
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Analysis of the graphs in Fig. 2 shows that it is advisable to increase stiffness in
order to get an increase of kinetic energy of robot motion even despite corresponding
increase of counteraction to the drive in the first half of the step and resulting decrease
of its efficiency. This drawback can be compensated by an increase in transmission
ratio of the robot drive. The impact of the stiffness j of potential energy storage devices
on the robot angular velocity x and the linear velocity V is shown in Fig. 3. Provided
graphs allow to state that the dominant effect of stiffness on angular and linear
velocities has place in the second half of the step. Moreover, the maximum stiffness
value j = 4000 N/m has increasing effect at the end of the process of potential energy
transformation into kinetic energy of motion.

Simulation results on Fig. 4 demonstrate typical influence of elastic elements on
moving forces. Both drive force F1 with enabled motor and force of elastic element
decompression F2 when the motor is turned off are decreasing during corresponding
movement stage. However, force F2 receives much higher relative gain compared to F1

for higher values of stiffness providing more overall energy efficiency.
So, the main practical results of stepping robot movement simulation are as

follows:

1. It is recommended to increase the stiffness of elastic elements that will result in
higher kinetic energy of robot motion. Increasing counteraction to the drive in the
first half of the step and corresponding drive efficiency loss can be compensated by
bigger ratio of the drive transmission.

2. The impact from high values of stiffness of elastic elements increases upon com-
pletion of accumulated potential energy usage process in the second stage of the
step.

3. The limitation on rotation angle in the first half of the movement cycle is introduced
in differential equations of the robot movement. The result is extreme angle value at
which the pedipulator torque still has effect. The value of this angle is selected by
simulations to ensure that the robot linear speed at the end of supporting leg rotation
is close to zero. It allows reducing energy costs and avoiding hitting the leg limiter.

Fig. 4. Driving force F1 of the robot when the engine is turned on (a) and the force F2 when the
engine is off and the robot moves under the influence of elastic elements (b)
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4. Equations (16, 17, 18, 19, 21) can be directly used for calculation of design
parameters of similar stepping robots.

In practice, in order to reduce dynamic loads during transient processes, it is recom-
mended to use dampers – devices that absorb and convert kinetic energy of impact into
the heat energy of fluid (typically).

6 Conclusions

This work presents new design of climbing robot with embedded energy accumulators
in a form of elastic elements. Important part of the paper is dedicated to dynamic model
of such type of robots. Proposed model provides engineering technique for calculation
of dynamic loads and main design parameters. Application of potential elastic elements
energy accumulators integrated in actuators of the stepping robot can significantly
reduce the total power requirements of the robot (up to 30–40% depending on other
design parameters). This is confirmed by the simulations provided in this work as well
as by the qualification technical expertise (Patent UA 111021). Additionally, some
valuable practical results of simulation were received including recommendation of
using highest possible values of elastic elements stiffness.
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Abstract. Today, commercial structures can no longer run their business
without using the Internet and cloud technologies. Electronic transactions con-
ducted through the global Internet play an increasing role in the modern global
economy, and their importance is rapidly increasing every year. However, the
reality is the Internet is quite vulnerable in the terms of threats of most diverse
types. Facing reality makes commercial organizations increasingly focus on Web
security. In this article we are focuses on encryption of Web pages using
encryption based on elliptical curves. We examined the algorithm of this
approach and engagements are possible protecting information by transforming
data from a distortion by an attacker. Even a simple transformation of informa-
tion is a very effective means, making it possible to hide its meaning from the
majority of unskilled offenders. We also considered an algorithm of constructing
an electronic-digital message signature based on encryption using elliptic curves.

Keywords: Cryptography � Elliptic curve � Algorithm � Digital signature �
Message � Security key

1 Introduction

Most products and standards that use public key cryptography for encryption and
authentication are based on the RSA algorithm [12]. However, the number of key bits
required for reliable data protection when using RSA has increased dramatically in
recent years, which has led to a corresponding increase in load on systems using RSA.
The attractiveness of the approach based on elliptic curves in comparison with RSA is
that using elliptic curves provides an equivalent level of protection with a much smaller
number of digits, resulting in reduced processor utilization. At the same time, the
degree of trust in cryptographic methods using elliptic curves is not as high as the
degree of trust in RSA.

Neil Koblitz proposed using algebraic properties of elliptic curves in cryptography
[8]. The role of the main cryptographic operation is performed by the operation of
scalar multiplication of a point on an elliptic curve by a given integer, determined
through the operations of addition and doubling of points of an elliptic curve. The
latter, in turn, are performed on the basis of the operation of addition, multiplication
and inversion in a finite field, over which the curve is considered [8].
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The attractiveness of the approach based on the elliptic curves in comparison with
RSA is that using an elliptic curve provides an equivalent level of protection with a
significantly smaller number of discharges. This helps reduce CPU usage. Cryptography
using RSA is used more often than cryptography using elliptic curves, and the degree of
confidence, respectively, is much higher. But, at equal lengths of keys, the computational
effort required for using RSA and cryptography based on elliptic curves does not vary
greatly. Thus, in comparison with RSA at equal levels of protection, the clear computa-
tional advantage belongs to cryptography based on elliptic curveswith shorter key lengths.

Of particular interest to the cryptography of elliptic curves is due to the advantages
that its use in wireless communications gives - high speed and short key length.
Asymmetric cryptography is based on the complexity of solving some mathematical
problems. When using algorithms on elliptic curves, it is assumed that there are no sub-
exponential algorithms for solving discrete logarithm problems in groups of their
points. The order of the group of points determines the complexity of the task [4].

In the article [17] describes an im-proved method of the Lopez-Dahab-Montgomery
(LD-Montgomery) scalar point multiplication in terms of working with binary elliptic
curves. This algorithm is used to compute point multiplication results of the curves
over binary Galois Fields featuring experimental results based on different scalars [17].

In [14] are using Matrix Array Symmetric Key (MASK) for the key generation and
Chaos based approach for the image encryption. In this approach, author has adapted
the concept of partial encryption of image pixels instead of complete encryption so that
in case of arrack, intruder can be confused with the partial encrypted image. That
concept is evaluated based on the parameters of Information Entropy, Elapsed Time,
Precision, Recall and F-Measure [14].

In [5] themain encryption stages of C-GET are chaoticmap functions, fuzzy logic and
genetic operations. For testing C-GET, digital images are used because they become an
important resource of communication. Experimental results show that C-GET technique
has multilayer protection stages against various attacks and a powerful security based on
the multi-stages, multiple parameters, fuzzy logic and genetic operations [5].

In [10] public key cryptographic schemes are vastly used to ensure confidentiality,
integrity, authentication and nonrepudiation. The implementation of SSC to secure dif-
ferent recent communication technologies such as cloud and fog computing is on demand
due to the assorted security services, digital signature and data integrity. In that paper
provide a systematic review of SSC public key cryptosystem to help crypto-designers to
implement SSC efficiently and adopt it in hardware or software-based applications [11].

In [7] are writing about the cloud computing features aim at providing security and
confidentiality to its customers. The business officials have gained maximum profit
using the cloud environment. Therefore the critical data moving to and from the cloud
server must be secured. The privacy preservation and cloud security issue is the most
serious issue that we are facing in today’s world in cloud era [7].

In other studies [2, 9, 11, 13], this deals with cloud and security data not disclosed
security data and emails using elliptic curve algorithms.

As an international standard, the American digital signature algorithm on elliptic
curves (ECDSA) is adopted. This standard uses elliptic curves over the field of char-
acteristic 2. However, cryptographically resistant curves over the field of such a
characteristic are relatively small. Therefore, we consider the electronic signature on
elliptic curves defined over the field of higher performance [1, 4].

44 O. Belej



www.manaraa.com

2 Elliptic Curve Cryptography in SSL and RSA

The most widely used cryptographic method in SSL implementations is the RSA
algorithm. However, alternative ECC (Elliptic Curve Cryptography) is becoming
increasingly attractive from the practical side. Developed in 1985 by Victor Miller and
Neal Koblitz, it gradually gains acceptance in cryptography [3]. NIST (National
Institute of Standards and Technology) has already recommended the government of
USA to use ECC technology in solving problems in the field of information security.

In the case of cryptography using elliptic curves, one has to deal with a reduced
form of an elliptic curve, which is defined over a finite field. Of particular interest for
cryptography is an object called an elliptic group modulo p, then p is a prime number.
The elliptic curve over a finite field is given by the equation:

y2 ¼ x3 þ a � xþ bðmod pÞ ð1Þ

The main arithmetic operation in ECC is the operation of scalar multiplication of curve
points, which allows determining the point Q ¼ k � p (the point P multiplied by the
integer k turns into the point Q). Scalar multiplication is performed by several com-
binations of addition and doubling of points of an elliptic curve. The reliability and
crypto resistance of elliptical cryptography is based on the difficulty of solving the
ECDLP (Elliptic Curve Discrete Logarithm Problem) problem, the essence of which
consists in finding an integer k from known points P and Q ¼ k � p. In addition to the
equation, an important parameter of the curve is the base (generating) point G, which is
selected for each curve separately. The secret key in accordance with the ECC tech-
nology is a large random number k, and the reported public key is the product of k by
the base point G.

Elliptic curves are so called simply because they are described by cubic equations
similar to those used to calculate the curve of an ellipse (Fig. 1).

Not every curve provides the required cryptographic strength, and for some of them
the ECDLP task is solved quite effectively. Since an unsuccessful choice of a curve

Fig. 1. Spatial graph of the elliptic curve y2 ¼ x3 � 5 � xþ 1.
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may lead to a decrease in the level of security provided, standardization organizations
select entire blocks of curves that have the necessary reliability. The use of stan-
dardized curves is also recommended because better compatibility between different
implementations of information security protocols becomes possible.

Diffie-Hellman key exchange (ECDH) and the digital signature algorithm on the
Elliptic Curve (ECDSA) are similar in essence to the Diffie-Hallman and RSA algo-
rithms, respectively [6]. Key exchange can be performed as follows. First, a large prime
number p and the parameters of the curve equation are selected. This defines the group
of points at which the base point G is selected. When choosing G, it is important that
the smallest value of n, at which nG = O, be a very large prime number. The curve
equation and the point G are known to all participants. The exchange of keys between
users A and B can be carried out as follows:

1. Party A selects an integer nA less than n. This number will be the private key of
participant A. Then participant A generates the public key PA = nAjG. The public
key is a certain point of the curve.

2. Similarly, participant B chooses the private key nB and calculates the public key PB.
3. Member A generates a secret key K = nA� PB, and participant B generates a

secret key K = nB� PA.

Formulas for secret keys give the same result:

nA� PB = nA� nB� Gð Þ ¼ nB� nA� Gð Þ ¼ nB� PA: ð2Þ

This scheme to crack, the enemy will have to solve the discrete logarithm problem on
the curve, which is assumed to be an intractable problem. In the case of the handshake
protocol, several messages are generated exchanged between the client and the server. In
Fig. 2 shows the messaging scheme required, when establishing a logical connection.

Separately, the 160-bit and 224-bit ECC keys provide the same levels of protection
as the 1024-bit and 2048-bit RSA keys, respectively. Shorter key lengths lead to faster
calculations, lower power consumption, and less memory and peripheral loads. All this

Fig. 2. The algorithm of the handshake’s protocol.
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makes the ECC technology indispensable for small devices and allows you to facilitate
the work of servers aimed at ensuring the security of network connections.

3 Digital Signature Algorithm Based on a Group of Points
on an Elliptic Curve

An electronic digital signature for a message is a number depending on the message
itself and on a secret key known only to the signatory of the subject. At the same time,
the signature should be easily verified without knowing the secret key. In the event of a
dispute arising from the refusal of the signer of the fact of signing a certain message or
attempting to fake the signature, a third independent party should be able to resolve the
dispute [15].

The use of digital signature allows solving the following tasks: to authenticate the
source of the message; establish the integrity of the message; ensure that it is impos-
sible to refuse the signature of a specific message.

A common practice is to generate an EDS not for the message itself, but for its hash
image with an appropriate choice of the hash function.

In standard of ECDSA is uses elliptic curves over a field of characteristic with a
value of 2. However, cryptographically resistant curves over a field of such a char-
acteristic are relatively small. Therefore, we consider EDS on elliptic curves given over
a field of greater characteristic [16].

The choice of a curve and a point on it implies the solution of a number of auxiliary
problems. First of all, it is counting the number of points on the curve. If N is the
number of points on (Fp), then the following conditions must be met:

pþ 1� 2
ffiffiffi
p

p � N � pþ 1þ 2
ffiffiffi
p

p
; G 2 E Fp

� �) N � G ¼ O: ð3Þ

Thus, in order to weed out the extra numbers from the interval pþ 1� 2
ffiffiffi
p

p
;

�
pþ 1þ 2

ffiffiffi
p

p Þ, we can check condition (3) for different points of G. The only remaining
number will be the desired order of the curve.

There are several methods for optimizing the determination of the order of a curve,
the method of large-small steps, the Shuf-method. You can get acquainted with them
from the books given in the list of references [7].

To obtain a cryptographically secure EDS system, the following conditions must be
met:

– N 6¼ p and N 6¼ pþ 1, where N is the order of the curve;
– pk 6¼ 1 mod nð Þ for all k ¼ 1; . . .;C, where C is so large that it is impossible to

calculate the discrete logarithm in FpC in a reasonable time;
– Currently, where C = 20 value is considered sufficient.

The order of the point G used in the system of digital signature should be a prime
number n, n[max 2160; 4

ffiffiffi
p

p� �
.

A possible way to protect against known attacks and against possible attacks for
special classes of curves that may be detected in the future is to choose the curve E in a
random way so that the specified conditions are met.

The Cryptography of Elliptical Curves Application 47



www.manaraa.com

After the order N of the curve is determined, it is required to find a large prime
divider n of the order of the curve. Such a divisor may not exist, and then it will be
necessary to repeat the procedure of selecting a curve until all the required conditions
are fulfilled. The search for the number n may require both the factorization of the
number N and the proof of the simplicity of the number n.

Point G can be selected as follows. Find a random point G0 2 ðFp) and calculate
G ¼ N

n � G0. If G 6¼ O, then the required point is found, if it is G ¼ O, then choose
another point G0.

The described parameters may be common to all users. To generate and verify
signatures, individual user parameters are also required - these are secret and public
keys. The signature key (secret key) is a random number d, 0\ d\ n. The signature
verification key (public key) is the point of the elliptic curve Q ¼ d � G. The EDS
algorithm also uses a hash function, denoted by h.

Signature generation r; sð Þ is executed by the following algorithm:

– Choose a random number k in the interval 1; n� 1½ �.
– Calculate x; yð Þ ¼ k � G.
– Calculate r ¼ xmod n.
– If r ¼ 0, then go back to step 1.
– Calculate z ¼ k�1 mod n.
– Calculate e ¼ h mð Þ.
– Calculate s ¼ z eþ drð Þmod n.
– If s ¼ 0, then go back to step 1.
– Print a pair r; sð Þ - a signature to m.

The signature verification algorithm takes several steps:

– If at least one of the conditions is violated 1� r� n� 1, 1� s� n� 1, then the
signature is fake and the algorithm is completed.

– Calculate e ¼ h mð Þ.
– Calculate v ¼ s�1 mod n.
– Calculate u1 ¼ evmod n.
– Calculate u2 ¼ rvmod n.
– Calculate X ¼ u1 � G þ u2 � Q ¼ x; yð Þ.
– If r ¼ x mod n, then the signature is valid, otherwise the signature is fake.

The proof of the correctness of the generation algorithm and the signature verifi-
cation algorithm is very simple and is provided further.

4 Formation of the Electronic Digital Signature

Before embarking on the implementation of the algorithm of digital signature, we write
a class to work with the points of an elliptic curve.

To create a digital signature, we use a large number of d, which is a permanent
secret key of the scheme, and will be known only to the signer. In order to calculate the
signature of a message M, using the NIST algorithm, we take the next steps:
Step 1. Calculate hash messages M: H = h(M);
Step 2. Calculate the integer a, the binary representation of which is H;
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Step 3. Define e = amodn, if e = 0, set e = 1;
Step 4. Generate a random number k satisfying the condition 0 < k < n;
Step 5. Calculate the point of an elliptic curve C = k� G;
Step 6. Determine r = xCmodn, where xC is the x-coordinate of point C. If r = 0,

then return to step 4;
Step 7. Calculate the value s = (rd + ke)modn. If s = 0, then go back to step 4;
Step 8. Return the value of r||s as a digital signature

To implement all these steps, we have written the function SignGen:

public string SignGen(byte[] h, BigInteger d)

{ 

BigInteger alpha = new BigInteger(h);

BigInteger e = alpha % n;

if (e == 0) e = 1;

BigInteger k = new BigInteger();

ECPoint C=new ECPoint();

BigInteger r=new BigInteger();

BigInteger s = new BigInteger();

do

{ 

do

{ 

k.genRandomBits(n.bitCount(), new Random());

} while ((k < 0) || (k > n));

C = ECPoint.multiply(k, G);

r = C.x % n;

s = ((r * d) + (k * e)) % n;

} while ((r == 0)||(s==0));

string Rvector =padding(r.ToHexString(),n.bitCount()/4);

stringSvector=padding(s.ToHexString(), n.bitCount()/4);

return Rvector + Svector;

} 
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In this part of our code, the filling function complements the hexadecimal repre-
sentation of the numbers r and s of the length of the module p, so that when checking
the signature can be analyzed by the recipient.

To verify the signature, we use the Q point that satisfies our equality Q = d� G.
The point Q is the public key of the scheme and may be known to any verifier. Our
proposed signature verification process is based on the following algorithm:

Step 1. Using the received signature, restore the numbers r and s. If the inequalities
0 < r < n and 0 < s < n are not met, then return “the signature is not true”;

Step 2. Calculate the message hash M: H = h (M);
Step 3. Calculate the integer a, the binary representation of which is H;
Step 4. Define e = amodn, if e = 0, set e = 1;
Step 5. Calculate v = (e − 1)modn;
Step 6. Calculate the values of z1 = s� v�modn and z1 ¼ �r � v�modn;
Step 7. Calculate the point of an elliptic curve C = z1 � G + z2 � Q;
Step 8. Determine R = xc mod n, where xc is the x-coordinate of point C;
Step 9. If R = r, then the signature is correct. Otherwise, the signature is not accepted

For a better understanding of the algorithm, we describe the signature verification
process in the form of formulas:

Cv = z1 � G + z2 � Q ¼ svG - rvdG ¼ se�1G� re�1dG
¼ ðrdþ keÞe�1G� re�1dG ¼ kG ¼ Cs ð4Þ

As we see, at the verification stage, we get the same point C = k� G as when
signing up. We will represent the SignVer that performs the verification as follows:

public bool SignVer(byte[] H, string sign, ECPointQ)

{ 

string Rvector = sign.Substring(0, n.bitCount()/4);

string Svector=sign.Substring(n.bitCount()/4, n.bitCount()/4);

BigInteger r = new BigInteger(Rvector, 16);

BigInteger s = new BigInteger(Svector, 16);

if ((r<1)||(r>(n-1))||(s<1)||(s>(n-1)))
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return false;

BigInteger alpha = new BigInteger(H);

BigInteger e = alpha % n;

if (e == 0)

e = 1;

BigInteger v = e.modInverse(n);

BigInteger z1 = (s * v) % n;

BigInteger z2 = n + ((-(r * v)) % n);

this.G = GDecompression();

ECPoint A = ECPoint.multiply(z1, G);

ECPoint B = ECPoint.multiply(z2, Q);

ECPoint C = A + B;

BigInteger R = C.x % n;

if (R == r)

return true;

else

return false;

} 

With GDecompression (), we unpack encrypted digital messages. Below we offer a
DSGost class that implements digital signing and message verification using the
algorithm NIST:
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private void ECTest()

{ 

BigInteger p=newBigInteger("627710173538668076383578 
942320666416083908700390324961279", 10);

BigInteger a = new BigInteger("-3", 10);

BigInteger b=newBigInteger("64210519e59c80e70fa7e9
ab72243049feb8deecc146b9b1", 16);

byte[] xG = FromHex-
StringToByte("03188da80eb03090f67cbf20eb43a18800f4ff0afd82ff1012");

BigInteger n = new BigInteger("ffffffffffffffffffffffff99def836146bc9b1b4d22831",
16);

DSGost DS = new DSGost(p, a, b, n, xG);

BigInteger d=DS.GenPrivateKey(192);

ECPoint Q = DS.GenPublicKey(d);

GOST hash = new GOST(256);

byte[] H = hash.GetHash(Encoding.Default.GetBytes("Message"));

string sign = DS.SignGen(H, d);

bool result = DS.SignVer(H, sign, Q);

} 

The main question that arises when we are offered a “ready” curve, or is it really
generated in a random manner. This question, as a rule, is relevant to most crypto-
graphic algorithms. It is possible that the proposed algorithm has some property that
allows the “crack” of the cryptosystem, and the person who developed the curve may
later access the information encrypted using this algorithm. The problem of proof of the
absence of special properties of the algorithm is reduced to the problem of such proof
for randomly selected parameters. In particular, for the curve recommended by us
above, we will have to prove the randomness of the choice of parameter b. The solution
to this problem can be shown in a certain way. Let h(x) be a cryptographically stable
hash function. To generate the number b, first select the number s, and then calculate
b = h(s) and give both the numbers: b and s. If our hash function satisfies all the
requirements of stability, then b can not have any predefined properties, and we can
safely use it. The number s in our case will be a “certificate”, which confirms the
“cleanliness” of the number. The above-discussed algorithm based on the elliptic curve
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has a similar certificate based on the SHA-1 hash function, and the standard defines the
procedure for using this certificate. Thus, we can be sure that the algorithm is actually
generated by chance.

5 Result and Discussion

It is important to note that the ECDLP solution may not exist. This is due to the fact
that the group of points on an elliptic curve is not always a cyclic group. However, it
can always be represented as a result of the interaction of two cyclic groups. As for
DLP, we believe that its solution always exists. This is due to the fact that the mul-
tiplicative field group is cyclic. To study cryptographic stability, we need to understand
the complexity of the algorithm. Basically, the complexity of the algorithm is the
number of arithmetic operations performed by them. We represent the complexity of
the function of the length of the input signal, that is, the number of bits n needed to
write the input data. If this function is a polynomial of n, then the algorithm has a
polynomial complexity. If this function looks like eCn; c ¼ const, then the algorithm
has exponential complexity.

Lpðl; cÞ ¼ expðcðLnpÞlðLnLnpÞ1�lÞ: ð5Þ

When l ¼ 0, this function is polynomial in Lnp, l ¼ 1, we consider it exponential.
We will consider the behavior of this function at 0\l\1 as sub-exponential.

The best currently known DLP solution algorithm in Fp has complexity

Lpð13 ; c0Þ; c0 � ð649 Þ
1
3 � 1; 92. This algorithm was proposed by Shirokuars and imple-

mented as a program by Weber. The basic idea is to modify a sifting algorithm for a
numerical field. Now we note that the best among the currently known algorithms for
solving the ECDLP has the complexity O

ffiffiffi
p

p
of addition operations in the group

E Fp; þ
� �� �

.
We can analyze the difference in key lengths for the same level of cryptographic

security in the final fields (DLP) and on elliptic curves (ECDLP). We have

CECDLP nð Þ � CDLP lð Þ, therefore is n ¼ 2ðlog2ðexpðc1l13ðlnðl ln 2ÞÞ
2
3ÞÞÞ (Fig. 3).

From the above calculations, it can be seen that:

CECDLP nð Þ � CDLP s; nð Þ; s ¼ O
n2

ðln 2Þ2
 !

; ð6Þ

where ECDLP is considered over the field Fp, and DLP over the field FpS. Conse-
quently, there was an increase in complexity (and as a result of the system’s crypto-

graphic strength) on the nonlinear multiplier s ¼ O n2

ðln 2Þ2
	 


only due to the transition to

the language of elliptic curves. It is worth noting that elliptic curves are a universal
means of generalization, this means that most of the existing cryptosystems can be
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transferred to elliptic curves, as a result of which we will get a significant gain in
cryptoresistance. Note that the transition to elliptic curves is somewhat equivalent to
taking an extension of a field of degree s (Fig. 4).

It should be noted that the operation in the fields with such a large expansion is
impossible for modern requirements of cryptography (where speed and the ability of
the entire system to work in real time). Based on the foregoing, the advantage of using

Fig. 3. The ratio of key lengths in cryptosystems over finite fields (horizontal axis) and
cryptosystems based on elliptic curves (vertical axis) having the same security level.

Fig. 4. Field expansion ratio (vertical axis), bit length (horizontal axis).

54 O. Belej



www.manaraa.com

elliptic curves is obvious. We get a serious level of cryptographic security using keys
that are significantly shorter than we could have remained in the framework of finite
fields and their extensions.

Below are the conclusions regarding the key length ratio in standard systems? It
should be noted that, according to the RSA standard, the key length in DLP systems
similar to the El-Gamal system is assumed to be 512 bits. With the same level of
cryptographic security when switching to elliptic curves, the key length is about 100
bits (Table 1).

Taking into account the standard for digital signature DSA (RSA), we give the gain
in the transition to elliptic curves (ECDSA) in this case (Table 2).

As we can see from the last table, the 1024-bit DSA digital signature scheme can be
easily replaced with the 160-bit digital signature scheme on the ECDSA elliptic curves.
In this case, there is a serious decrease in key size.

The performance of computing devices has recently been taken to be assessed at
MIPS (Million Instruction Per Second): 1 MIPS = 106 operations/s. MIPS year
essentially characterizes the complexity of the algorithm, which requires the annual
operation of the computer to open the corresponding cipher. With respect to the elliptic
curves, the performance of 1 MIPS corresponds to approximately 4 � 104 operations of

Table 1. The ratio of key is lengths in standard RSA and DLP systems.

The name of cryptosystem Key length in the case
of DLP, bits

Key length in case of
ECDLP, bits

El-Gamal system 512 112
Mesci-Omura system 512 112
Diffie-Hellman system 512 112
El-Gamal system 1024 152
Mesci-Omura system 1024 152
Diffie-Hellman system 1024 152
El-Gamal system 2048 206
Mesci-Omura system 2048 206
Diffie-Hellman system 2048 206

Table 2. The gain in the transition to elliptic curves, bits.

The system based on
elliptic curve

The system based
on RSA/DSA

106 512
132 768
160 1024
224 2048

The Cryptography of Elliptical Curves Application 55



www.manaraa.com

addition of the curve per second, since the key length significantly exceeds the length
of a data unit. The stability of cryptography algorithms is usually evaluated in MIPS
years. In other words, resilience is the number of years of uninterrupted work required
by a computer with a capacity of 1 MIPS to crack this cipher. In this regard, it seems
appropriate to give the MIPS characteristics in the latter case (Table 3).

6 Conclusions

We consider the construction of an electronic digital signature with the help of cryp-
tography of elliptic curves. We can say that this method is more simple compared to
others and much more economical than computing resources.

Cryptography of elliptical curves is one of the basic technologies for constructing
the public key infrastructure. To withstand existing algorithms for solving the problem
of discrete logarithms on an elliptic curve, an elliptic curve must meet certain condi-
tions. Such curves are usually called cryptographically strong. One of the known
problems of elliptic cryptography is the generation of strong elliptic curves over finite
fields of simple order.

Our future research will focus on building more other encryption algorithms based
on elliptic curves. Also, special attention will be paid to considering possible criminal
access to the database and to calculate the reliability of the implementation of the
ECDLP in the operation of cloud storage data for enterprises of corporate type.
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Abstract. The dynamical model of heat exchange for a water heater with
lumped parameters, which can be used for synthesis of control systems by
inflowing-exhaust ventilation installations, or industrial complexes of artificial
microclimate, is considered. A mathematical description that represents the
dynamical properties of a water heater concerning the main channels of regu-
lation and perturbation is presented. Numerical simulation of transient processes
for the VEZA VNV 243.1 heater according to the influence channels was carried
out. The resulting dynamical model of a water heater can be the basis for the
synthesis of automatic control systems and simulation of transients. A signifi-
cant advantage of a mathematical model in the state space is the possibility of
synthesis and analysis of a multidimensional control system.

Keywords: Dynamical model � State space � Water heater

1 Introduction

When heating the buildings, water and air systems are most often used. Air heating
systems have been used recently and have proven themselves as high-speed, with a
small specific capital cost. Air heating systems use electric heaters with a distributed
automatic control system [1]. For air heating of commercial and business centers,
warehouses and industrial buildings, centralized ventilation and conditioning systems
are used, where the main equipment is a water heater. The achievement of high per-
formance indicators of industrial ventilation and conditioning systems involves the
development of adequate mathematical models of water heaters and their control
methods. The use of numerical methods and computer technology made it possible to
substantially elaborate the mathematical description of heat exchangers. In developing
a mathematical model, the task is to determine the limits of its detalization. The
dynamical model should be simple for its research and synthesis of the control system,
and also take into account the features of heat exchange.

Researchers use mathematical models with lumped [2, 3] and distributed [4, 5]
parameters to simulate the dynamical processes of heat exchange devices. Models with
lumped parameters are simpler in the calculations and make it possible to obtain an
analytical solution, models with distributed parameters claim to provide a more precise
mathematical description. An analytical modeling of heat exchangers with distributed

© Springer Nature Switzerland AG 2020
Z. Hu et al. (Eds.): ICCSEEA 2019, AISC 938, pp. 58–67, 2020.
https://doi.org/10.1007/978-3-030-16621-2_6

http://orcid.org/0000-0002-7640-4760
http://orcid.org/0000-0001-8185-4064
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_6&amp;domain=pdf
https://doi.org/10.1007/978-3-030-16621-2_6


www.manaraa.com

parameters is a rather complicated task, transcendental functions appear in the solution
[4]. For such tasks numerical methods of the solution are used in practice.

Considering surface heat exchangers used in industrial ventilation and air condi-
tioning systems, it is necessary to take into account that the air is intensively mixed
with the fans of the air conditioner. Practical studies of non-stationary heat exchange
characterize the process as clearly aperiodic, which with sufficient accuracy described
by transfer functions of the second order. Thus, a mathematical model with lumped
parameters for a water cooler will be perfectly acceptable.

2 Using Dynamic Models

Typically, static models of process devices are used to design and calculate the power
of a particular unit. Dynamic models of process devices are used for the synthesis and
analysis of control systems. When designing and optimizing any control system, the
structure and parameters of the controller are primarily dependent on the dynamic
behavior of a controlled plant. The choice of whether a different law of control is
determined by the dynamic properties of a controlled plant. The choice of a law of
control is determined by the dynamic properties of a controlled plant. In automation
systems, developers use: classical PI controllers, PID controllers; adaptive controllers
[6, 7]; controllers with fuzzy logic [8, 9]; controllers with fractional derivatives [10];
intelligent controllers [11]; controllers based on neural networks and many other types
of controllers. In their research, experts compare the operation of control systems with
different types of controllers and draw conclusions about the quality of management. In
the study of control systems with different types of controllers unchanged in the system
there is a controlled plant, which characterizes the dynamic behavior of the techno-
logical apparatus and formalized in the form of differential equations controlled plant.
Thus, an adequate mathematical model of a controlled plant is the basis for the syn-
thesis and analysis of a qualitative control system.

The purpose of the publication is to develop a mathematical model of the heat
transfer process for a water heater in the state space, which will allow the analysis of
dynamic characteristics of water heaters of industrial air conditioners. An additional
requirement is the convenience of using the resulting model in the MatLAB
environment.

3 Dynamical Model of Water Heater

The following simplifications were made during the development of a dynamic model
of a water heater: heat exchange with the environment is absent, since the thermal
losses of modern heaters do not exceed 5%; the model contains three main dynamic
elements with lumped parameters (water, heat exchange surface and air); the physical
properties of the material flows and the heat transfer surface are brought to the averaged
values of the working range. The calculation scheme of the water heater is shown in
Fig. 1.
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On the calculation scheme, the following notation is taken. The heat-carrier is water
with a consumption GW tð Þ, the temperature of the heat-carrier at the heater input is
hW0 tð Þ, at the heater output is hW tð Þ. The heater contains n tubes with the length H. The
heat-carrier heats the heat exchange tubes, the average temperature of which is hM tð Þ.
The air flow comes into the heater GA tð Þ uncrossing the heat-carrier flow. The input air
temperature is hA0 tð Þ, the output air temperature is hA tð Þ. The geometric dimensions
L; C; H are the depth, width and height of a water heater.

Let’s consider the thermal balance in dynamics for each dynamic element.
The thermal balance for the heat-carrier flowing in the tubes is:

GWcW hW0 � hWð Þ � a0F0 hW � hMð Þ ¼ MWcW
dhW
dt

; ð1Þ

where cW is heat capacity of the heat-carrier; a0 is coefficient of heat transfer between
the coolant and the inner surface of the pipes; F0 is the area of the internal surface of all

Fig. 1. Schematic diagram for simulation
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the pipes, F0 ¼ n Lp d0; d0 is the internal diameter of the pipes; MW is the mass of the
heat-carrier in all tubes of the heater, MW ¼ n qW Lp d20

�
4; qW is the density of the

heat-carrier.
After simplification and linearization, Eq. (1) will take the form:

TW
d DhW
dt

þDhW ¼ k0 DhW0 þ k1 DhM þ k2 DGW ; ð2Þ

where KW ¼ cW GW þ a0F0; TW ¼ cW MW
KW

; k0 ¼ cW GW
KW

; k1 ¼ 1� k0; k2 ¼ cW hW0�hWð Þ
KW

.
Heat balance for the heat-exchanger surface of the heater:

a0F0 hW � hMð Þ � a1F1 hM � hAð Þ ¼ MMcM
dhM
dt

; ð3Þ

where cM is heat capacity of the metal; a1 is coefficient of heat transfer between the
outer surface of pipes and the air; F1 is heat exchange area of the external surface of the
heater; MM is mass of metal of heat exchange surface.

After simplifying Eq. (3) we obtain the differential equation in increments:

TM
d DhM
dt

þDhM ¼ k3 DhW þ k4 DhA; ð4Þ

where KM ¼ a0F0 þ a1F1; TM ¼ cM MM
KM

; k3 ¼ a0 F0
KM

; k4 ¼ 1� k3.
Heat balance for airspace of the heater:

GAcA hA0 � hAð Þ � a1F1 hM � hAð Þ ¼ MAcA
dhA
dt

; ð5Þ

where cA is air heat capacity; MA is mass of air in volume H � L� C of a water heater.
After simplification and linearization, Eq. (5) will take the form:

TA
d DhA
dt

þDhA ¼ k5 DhA0 þ k6 DhM þ k7 DGA; ð6Þ

where KA ¼ cAGA þ a1F1; TA ¼ cA MA
KA

; k5 ¼ cA GA
KA

; k6 ¼ 1� k5; k7 ¼ cA hA0�hAð Þ
KA

.
Equations (2), (4) and (6) describe the behavior of the dynamical elements in the

water heater. The mathematical model of the heat transfer of the water heater is rep-
resented by a system of ordinary differential equations:

TW
d DhW
dt þDhW ¼ k0 DhW0 þ k1 DhM þ k2 DGW ;

TM
d DhM
dt þDhM ¼ k3 DhW þ k4 DhA;

TA
d DhA
dt þDhA ¼ k5 DhA0 þ k6 DhM þ k7 DGA:

8><
>:

ð7Þ
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We represent (7) as the system of algebraic equations in the Laplace space.

DhW TWpþ 1ð Þ ¼ k0 DhW0 þ k1 DhM þ k2 DGW ; ð8Þ
DhM TMpþ 1ð Þ ¼ k3 DhW þ k4 DhA; ð9Þ

DhA TApþ 1ð Þ ¼ k5 DhA0 þ k6 DhM þ k7 DGA: ð10Þ

From (8) we find DhW pð Þ; from (9) determine DhM pð Þ, taking into account DhW pð Þ;
the determined DhM pð Þ we substitute in (10).

After grouping similar and simplifying we obtain:

DhA ¼ 1
a3p3 þ a2p2 þ a1pþ 1

b2 p
2 þ b1 p þ b0

� �
DhA0

�

þ b5 p
2 þ b4 p þ b3

� �
DGA þ b6 DhW0 þ b7 DGW

�
;

ð11Þ

where

a1 ¼ TW þTM þTA �k1 k3 TA�k4 k6 TW
1�k1 k3�k4 k6

; a2 ¼ TW TM þTW TA þTM TA
1�k1 k3�k4 k6

;

a3 ¼ TW TM TA
1�k1 k3�k4 k6

; b0 ¼ k5 1�k1 k3ð Þ
1�k1 k3�k4 k6

; b1 ¼ k5 TW þ TMð Þ
1�k1 k3�k4 k6

;

b2 ¼ k5 TW TM
1�k1 k3�k4 k6

; b3 ¼ k7 1�k1 k3ð Þ
1�k1 k3�k4 k6

; b4 ¼ k7 TW þ TMð Þ
1�k1 k3�k4 k6

;

b5 ¼ k7 TW TM
1�k1 k3�k4 k6

; b6 ¼ k0 k3 k6
1�k1 k3�k4 k6

; b7 ¼ k2 k3 k6
1�k1 k3�k4 k6

:

Applying Laplace’s inverse transformation, one can find an analytical solution (11) to
the main channels of regulation and perturbation.

The mathematical model (7) in the state space will take the form:

X0 ¼ AXþBU; ð12Þ

where

X0 ¼
Dh0A
Dh0M
Dh0W

2
4

3
5; A ¼

�1=TA k6=TA 0
k4=TM �1=TM k3=TM

0 k1=TW �1=TW � 1=TW

2
4

3
5; X ¼

DhA
DhM
DhW

2
4

3
5;

B ¼
k5=TA k7=TA 0
0 0 0
0 0 k0=TW

0
0

k2=TW

2
4

3
5; U ¼

DhA0
DGA

DhW0

DGW

2
6664

3
7775:

4 Structural Scheme of the Heater’s Mathematical Model

The analysis of the mathematical model (11) allows us to obtain a structural scheme of
the water heat transfer apparatus, as shown in Fig. 2.
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The temperature of the air DhA tð Þ at the outlet of the heater varies depending on the
temperature DhA0 tð Þ and air consumption DGA tð Þ at the inlet of the device, as well as the
temperature DhW0 tð Þ and heat-carrier consumption supplied to the device. The control
influence can be carried out by two control channels, in practice only one is used.

For example, a change in the heat load of the heater can be made by changing the
consumption DGW tð Þ, or by changing the temperature DhW0 tð Þ of the direct heat-
carrier. The control channel is determined by the technological connection of the
heater. One-way regulating valve is used to change the heat-carrier consumption
DGW tð Þ. The change in the temperature of the heat-carrier at the inlet to the heater
DhW0 tð Þ is ensured by the use of a three-way regulating valve with the mixing of the
return heat-carrier DhW tð Þ to the direct DhW tð Þ through the three-way valve. Wile the
heat-carrier consumption DGW tð Þ remains unchanged. Other channels of influence will
be perturbation channels.

5 Simulation of the Dynamic Mode of the Water Heater

According to the dynamical model (12), let’s carry out the simulation of the transition
processes for the VEZA VNV 243.1 water heater [12]. Table 1 shows the thermo-
physical parameters for the VEZA VNV 243.1 water heater.

Fig. 2. Structural scheme of the heater’s mathematical model

Table 1. Thermophysical parameters of the VEZA VNV 243.1 water heater

Parameter name Marking Numerical value Dimension

Dimensions of the water heater H � L� C 1570� 1:965� 0:18 m
Water consumption GW 2.44 kg/sec
Water density qW 986 kg/m3

Water heat capacity cW 4185 J/(kg °C)
Mass of water in the heater MW 18.54 kg

(continued)
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The calculation of parameters for models (11) and (12) of the VEZA VNV 243.1
water heater was carried out in the MatLAB environment.

We have the following numerical values of the matrices for the model (12):

A ¼
�13:9033 7:8634 0
1:2046 �1:4922 0:2875

0 0:0674 �0:199

2
4

3
5; B ¼

6:0399 �6:5217 0 0
0 0 0 0
0 0 0:13 1:08

2
4

3
5:

Simulation modeling of the dynamic mode for the water heater was carried out in the
Simulink MatLAB environment using the State Space functional block. The results of
transients simulation by perturbation channels are shown in Fig. 3. The results of
transients simulation by possible control channels are presented in Fig. 4.

The results of the simulation can be summarized as follows. The inertia of the
regulation and perturbation channels is insignificant compared to the inertia of the
temperature sensor and the actuating mechanism. For these reasons, when designing
the system for controlling water heaters, it is necessary to take into account the inertial
properties of the temperature sensor and the actuating mechanism. The inertia of the
regulation channels is greater in comparison with the perturbation channels, which is
explained by the heat transfer through the metal heat exchange tubes, which must be
warmed up. The resulting transient processes for the channels of perturbation and

Table 1. (continued)

Parameter name Marking Numerical value Dimension

Area of the inner surface of heat
transfer

F0 6.54 m2

Heat transfer coefficient for the inner
surface

a0 800 W/(m2 °C)

Metal tubing density qM 3334.8 kg/m3

Metal heat capacity cM 866.5 J/(kg °C)
Weight of heat exchanger tubing MM 21 kg
Heat exchange area of the external
surface

F1 274 m2

Coefficient of heat transfer for the
external surface

a1 80 W/(m2 °C)

Air consumption through the heater GA 16.67 kg/sec
Air density qA 1.2 kg/m3

Air heat capacity cA 1010 J/(kg °C)
Mass of air in the heater MA 2.76 kg
Input water temperature hW0 90 °C
Output water temperature hW 70 °C
Input air temperature hA0 0 °C
Output air temperature hA 18 °C
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regulation have an aperiodic nature without delay. By the nature of the transients, the
PI controller should be recommended for controlling the water heat exchanger. Given
the low inertia of transient processes and the absence of delay, a proportional part of the
regulator will quickly move the apparatus to a new operating mode, and the integral
part will ensure accurate monitoring of the task of the regulator. According to practical
recommendations, the use of PID controllers does not justify itself for the controlling of
high-speed objects. The dynamical model of the water heater is represented by

а))

)b)

,

СoA ,θΔ

СoA ,θΔ

ct

ct ,

Fig. 3. Graphs of the resulting transient processes for the perturbation channels:
(a) DhA0 ! DhA, DhA0 ¼ 1�C; (b) DGA0 ! DhA,
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equivalent dependencies (11) and (12), which allow us to qualitatively assess the
transition processes for heaters of industrial ventilation and conditioning systems. The
choice between dependencies (11) or (12) is determined by the synthesis methods of
control systems as well as the preferences of a researcher. In the general case, deter-
mining the adequacy for the obtained models is an incorrect task.

а))

)b)

,

СoA ,θΔ

ct

, ct

СoA ,θΔ

Fig. 4. Graphs of the resulting transient processes for the regulation channels: (a) DhW0 ! DhA,
DhW0 ¼ 1 �C; (b) DGW0 ! DhA,
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It is possible to speak about the adequacy only for a particular object and the
specific conditions of the technological process with verification of conformity on the
basis of experimental research. This article does not address this problem.

The values of the matrices A and B of the model (12) were calculated for the
Table 1. The thermophysical values for the model (12) are determined with high
accuracy from reference books, except for the coefficients of heat transfer. The heat
transfer coefficients depend on many factors, they can be determined with sufficient
accuracy on the basis of experimental studies for the specific equipment. In order to
obtain adequate quantitative dynamical characteristics of the heater, it is necessary to
additionally carry out experimental studies of the surface heat exchanger and adapt the
mathematical model to the specific operating conditions.
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Abstract. The article represents the analysis of neural networks that can be
used to predict passenger traffic between cities. Passenger data nonstationary
timetable is considered. A class of recurrent neural networks (RNN) have also
been considered, among which the expediency of using the Long Short-Term
Memory (LSTM) neural network for analysis and prediction of passenger traffic
on the interurban route investigated is selected and substantiated. The stages of
the research are represented. The data of the Ukrainian motor transport enter-
prise for 2007–2015 were used for the experiment. The study uses static
methods for predicting the moving average, exponential smoothing of Holt-
Winters, linear and logarithmic trends for verification and comparison of fore-
cast accuracy with various methods.

Keywords: Passenger traffic � Forecasting � Non-stationary time series �
Motor transport enterprises � Neural network � Recurrent neural networks �
Long Short-Term Memory

1 Introduction

The main factor affecting the efficiency of traffic management in intercity communi-
cation is the speed of processing and obtaining data on all passengers who use the
transport services at a given time. In order to analyze data and make operational
forecasts, it is necessary to know the dynamics of changes in the value of passenger
flow. Therefore, there is a need to create software that will collect data on passengers,
make forecasts, and then, based on these forecasts, optimally use the vehicles of motor
transport enterprises (MTE).

In the context of rising fuel prices, there is a need for the use of information
technologies (IT) aimed to optimize the work of motor transport enterprises. The
emergence of the problem of rational use of vehicles of MTE is due to the increase of
mobility of the population in the regions as a result of the establishment in the East of
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Ukraine and the search for places for work, and, thus, this requires an increase in the
number of vehicles to meet the growing demand for passenger traffic.

An analysis of available work has shown that at present in Ukraine there is
insufficiently developed IT base to improve the quality of passenger service provided
that the expenses of the MTE are minimized, as well as the planning and maintenance
of vehicles in conditions of daily, weekly and seasonal changes in passenger transport
demand. There are no technologies for automated decision-making on choosing the
optimal distribution of vehicles referred to the possible value of passenger traffic.

The task of maximizing the profit ðP ! maxÞ of the MTE is reduced to the task of
minimizing the costs of servicing vehicles ðC ! minÞ with restrictions on the number
of passengers carried in one hour, the total number of seats in buses, as well as the
average interval of time of departure of vehicles [11]. Solving this task requires the
exact value of the passenger flow determination for each subsequent hour, based on the
study of statistical data for the previous period.

1.1 Passenger Flows Forecasting as a Non-stationary Time Series

Passenger traffic is variable at different time intervals and has its own AM-frequency
characteristics depending on the chosen route, as well as time of day, day of the week
and season. They tend to change in time depending on trends in population mobility in
the region.

Figure 1 presents the daily fluctuations of passenger traffic between Ukrainian cities
of Chernihiv and Kyiv in the forward and reverse directions.

Adaptive methods of short-term forecasting, based on the theory of time series, are
used to predict socio-economic processes. The main ones are methods of moving
average, exponential smoothness of Holt-Winters, method of smoothing errors (Trigg
method), Trigg-Lich methods and Chow method [7, 8, 12].

Data on the number of passengers at regular intervals can be expressed as a
dynamic number Yt, where t 2 0; T½ � and can be represented in an additive form [13]:

Yt ¼ Ut þVt þEt þ Zt þ ct ð1Þ

Fig. 1. Daily changes of passenger flow, route “Chernihiv-Kyiv” and “Kyiv-Chernihiv”.
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where Ut is the trend of the dynamic series, regular component characterizing the
general tendency; Vt is seasonal component, in the general case it is a cyclic compo-
nent; Et is random component; Zt is a component that provides the parallelism of the
elements of a dynamic series; ct is the control component, by which the members of a
row are influenced in order to shape its desired trajectory in the future.

For a specific computation of the component Ut, Vt, Et the series Yt use the filter-this
component of the series. If you want to evaluate the trend component in a seasonal
manner, i.e., a smoothing process. The seasonal component Vt is characterized by the
duration of the period of seasonal fluctuations, their amplitude, the expansion of
maxima and minima in time. A prerequisite for evaluating the periodic component is
the exclusion of a regular Yt of the regular component (trend Ut). Forecasting of
seasonal processes is based on the decomposition of a dynamic series. It is assumed
that in the future the tendency and the same nature of fluctuations will continue. Under
these conditions, the forecast for any month (quarter), determined by the method of
trend extrapolation, is adjusted by the seasonal index.

The dynamics of passenger traffic indicators does not have a clear-cut trend of
development. Due to the constant redistribution of the influence of factors that shape
the process dynamics, the intensity of the dynamics, frequency and amplitude of
oscillations can be changed.

Statistical methods of prediction of time series can not predict a significant and
uneven increase in passenger traffic on holidays, which are unevenly distributed over
the seasons, so we will use RNN that lack such a disadvantage.

1.2 Data Model

Before we begin the forecasting of the time series, we analyze and process the data on
passenger traffic. Passenger data is stored on a remote cloud service, which prevents
them from being destroyed and simplifies the data integration process. The data is
synchronized in a .xls file. For the experiment, we have a set of time series data, which
provides average information about passenger traffic between Ukrainian cities of
Chernihiv and Kyiv. This data set contains passenger information for the period of
2007–2015.

Fig. 2. Number of passengers on the route “Kyiv-Chernihiv” for 2007–2015
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To implement time analysis, we remove data from the cloud and begin the process
of forecasting. First of all, we will build a schedule based on passenger traffic data for
2007–2011 (Fig. 2). In our experiment, we use 56% of the data for training the neural
network and 44% of the data for testing.

1.3 Objective

The main objective of the research is to predict the passenger traffic on the long-
distance route using the technology of recurrent neural network. The object of the study
is statistical data on passenger traffic and data on the rolling stock of MTE on the long-
distance route. The subject of the study is the methods of processing data of passengers
and solving optimization problems by means of the use of neural networks.

2 Related Works

The neural network model that has been developed to forecast passenger traffic flows
includes artificial neural networks. The number of the neural networks corresponds to
the forecasted level of passenger traffic. Time Series data is large in volume, highly
dimensional and continuous updating. Time series data analysis for forecasting, is one
of the most important aspects of the practical usage [6, 16].

[14] comparison of hidden Markov model, XGBoost(decision tree based boosting),
recurrent neural network (RNN) and kind of RNN known as long short-term memory
(LSTM) is done.

In [9] feed forward neural network using back propagation algorithm and
Levenberg-Marquardt training function has been suggested. However, proposed arti-
ficial neural network model showed optimistic results for forecasting two months
duration only.

3 Choosing a Neural Network to Predict Non-stationary
Rows of Passenger Statistics

Time range is a sequence of vectors x(t), t = 0, 1, … n, where t is time passed. We will
consider only sequences of numerical values, namely the number of passengers.

The value of x will be chosen to give a series of discrete data values, evenly
distributed over time, by days, weeks, and months. The method of the variable window
helps us to create a training set of data, for example: x(1), x(2), x(3) … x(n), which is a
vector of time series. Table 1 represents the creation of displaying the input and output
data set after using a slider window, the size of which is d.
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The neural network of direct propagation includes the input layer, the hidden layers
and the output layer. In a neural network of direct propagation, all neurons and input
blocks are connected to the anterior neuron and are not connected with the neurons,
which are located in the same layer and in the previous one [2]. Elman Recurrent
Networks are periodically repeated [16]. They are similar to direct propagation net-
works, but they have feedback in hidden layers.

Time rows can have noises, this causes problems when trying to predict. Reducing
the degree of error allows the use of direct collection networks, but it significantly
increases not only the complexity of the structure itself, but also the time of its learning.

The use of the Elman recurrent network allows us to solve the pro-grenade problem
even in very noisy time series (this is especially important for business). In the general
case, this neural network is a structure of three layers, as well as a set of additional
elements (inputs). The back links go from the hidden layer to these elements; each bond
has a fixed-weight weight equal to one. In each time interval, the input data is dis-
tributed by the neurons in the forward direction; then they apply a training rule. Due to
fixed feedbacks, contextual elements always keep a copy of hidden layer values for the
previous step (since they are sent backwards before the application of the rule). Thus,
the noise of the time series is gradually offset, and with it the error is minimized. We
obtain a forecast which in the general case will be more accurate than the result of the
classical approach, which is confirmed experimentally in the work [10].

Theoretically there will be many hidden layers, but practically you may usually use
one hidden layer, which is proved in [3, 10, 15]. The number of units in the input layer
is equal to the window size. We can’t define how many neurons we invest in the hidden
layer, because the more coming-bathrooms neurons, the more calculations. Therefore,
the optimal number of hidden neurons will be different for each dataset.

As the activation function in this case uses a simple difference-Aries nonlinear
logistic function:

f ðxÞ ¼ 1
1þ e�x

: ð2Þ

In training, we use the method of back propagation. The method of reciprocal
distribution is one of the simplest and most common methods of controlled learning of
multilayer neural networks [13]. The basic approach to learning is to start working with
an unprepared network, present a tutorial in the inner layer, transmit signals through the
network, and define output in the output layer. Here, these exits are compared with the
target values; any difference corresponds to a mistake. This error or function criterion is
a scalar weight function that is minimized when the network outputs match the desired
results.

Table 1. Display of input and output data set

Data entry Goals

x(1), x(2), x(3), … x(d)
x(2), x(3), x(4) … x(d + 1)
…
x(n − d − 1), x(n − d), x(n − d + 1) … x(n − 1)

x(d + 1)
x(d + 2)
…
x(n)
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We consider the learning error in the sample as the square input units sum and the
difference between the desired output value tk given by the teacher and the actual output zk:

JðwÞ ¼ 1
2

Xc

k¼1

tk � zkð Þ2 ¼ 1
2

t � zk k2 ð3Þ

Here t and z are the target and network source vectors with lengths c and w, which
predefined all scales in the network.

The rule of reverse propagation training is based on the gradient run-off. Scales are
not initiated by random values, and then they change in the direction that will reduce
the error:

Dw ¼ �g
@J
@w

ð4Þ

where η is the learning speed, indicating the relative magnitude of changes in scales.
This repetitive algorithm requires the adoption of a weight vector on iteration m and
updating it as:

wðmþ 1Þ ¼ wðmÞþDwðmÞ ð5Þ

where m indexes the partial model of representation.
In order to solve the problem of passenger traffic forecasting, we chose a RNN,

namely, long short-term memory (LSTM), because the input data for the task is a time
series [1].

A RNN is well suited for predicting time-based data, since it takes into account the
“experience” that was obtained earlier. The main re-weight of LSTM is the presence of
nodes that are allocated to store values for long periods of time. This is due to the fact
that such nodes do not use activation functions that do not change the data.

In RNN, the links between the elements form a directed sequence. This allows you
to process a series of events in time or sequential spatial chains. Unlike multi-threaded
perceptron networks, recurrent networks can use their internal memory to handle
sequences of any length.

Like most RNN, the LSTM network is universal in the sense that, with a sufficient
number of network elements, it is capable of performing any computation that a
conventional computer is capable of, this requires a matrix of weights that can be
considered as a program. Unlike the classical RNN, the LSTM-network is well-suited
for training on tasks of processing and forecasting of time series in cases where
important events are separated by time lags with an indefinite three-valiancy and
boundaries. The LSTM has the form of a chain of repetitive modules of the neural
network. The LSTM has four hidden layers and uses sigmoidal-like function and
hyperbolic tangent as an activation function.

Neural network training is carried out with the help of reverse distribution in time,
for which an iterative gradient descent is used that changes each weight coefficient in
proportion to its derivative in relation to the error.
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4 Method for Traffic Flow Forecasting Using RNN-LSTM

Before we begin the forecasting of the time series, we analyze and process the data on
passenger traffic. Passenger data is stored on a remote cloud service, which prevents
them from being destroyed and simplifies the data integration process. The data is
synchronized in a .xls file. For the experiment, we have a set of time series data, which
provides average information about passenger traffic between Ukrainian cities of
Chernihiv and Kyiv. This data set contains passenger information for the period of
2011–2015.

For the time series of passenger traffic using LSTM, we perform the following
sequence of steps.
Step 1. Collect data for training.
Step 2. Preparation and organizing of data.
Step 3. Select the topology of the neural network (number of layers and the presence

of feedback).
Step 4. Experimental selection of characteristics of the neural network.
Step 5. Empirical selection of training parameters.
Step 6. Teaching the neural network.
Step 7. Check the training for the adequacy of the task.
Step 8. Adjust the parameters taking into account the previous step, the final training.
Step 9. Verbalize the neural network (description using several algebraic or logic

functions) for further use.

To implement prediction based on the neural network LSTM used high-level pro-
gramming language Python and open Keras library for processing passenger data [5].

The entry of passenger data is organized according to the size of the lot, the number
of time steps and the hidden size. The input is sent to the LSTM client layer in two
layers. Output data is passed to a layer that has an activation tied to it. This output is
compared to the training data for each batch. Learning data in this case are inputs x,
which have passed one stage, that is, at each step of time the model tries to predict the
next value of the sequence.

To get the prediction in the correct sequence, for each unique value in the body a
unique whole index is assigned. The output file is re-indexed into a list of these unique
integers, this allows the use of passenger data in the neural network for forecasting.

During the training of neural networks, we transmit data to them in small parts
(mini-parts). Keras library uses the fit_generator function, which automatically pulls
out training data from a pre-installed Python iterator or generator object and introduces
them into a model, performs gradient steps, maintains a log of accuracy and callback
performance [3–5].

The first layer on the network is a layer of insertion of records. It is converts entries
(reference to integers into data) into weight vectors. This layer takes the number of
passengers as the first argument, and then the size of the resulting embedded vector as
the next argument.
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In order to test the trained model of LSTM, we compare the projected trips with
actual trips in the training set and testing set.

The model reboots from the trained data. Then a cycle of extracting fictitious data
from the generator is created - in order to control where the data set indicates com-
parative sentences.

From the generator data, the number to the expected trips is returned. The relative
forecasting error for these neural networks at the adaptation stage was less then 5%.

Table 2 shows results of comparison actual and predicted trips after training on a
set of the passenger traffic.

The completion of the learning algorithm optimizes synoptic weighted connections
to establish a reliable relationship between inputs and outputs. During the testing and
validation phase, these free options remain unchanged, while new inputs are served on
the network to make a series of outputs. These outputs are compared with a set of test
data corresponding to the actual results obtained. If the actual output differs from the set
of test outputs above the threshold value of the error, then you need to adjust the
training and prepare the neural network again.

Compare methods of forecasting the moving average, Holt-Winters exponential
smoothing, linear and logarithmic trends [8, 11] and LSTM for forecasting passenger
traffic between cities of Chernihiv and Kyiv for 2012–2015, using data from 2007–
2011. Table 3 shows the accuracy of the forecast obtained by these methods.

Table 2. Results of forecasting after training

Actually values Predicted values (100 epochs) Predicted values (400 epochs)

20 20 20
32 28 32
50 46 48
60 62 60
100 100 100
34 70 32
38 38 38

Table 3. Indicators of forecast accuracy using different methods

Forecasting method Accuracy of forecast

Moving average 0.961
Holt-Winters exponential smoothing 0.933
Linear trend 0.930
Logarithmic trend 0.901
Long short-term memory (LSTM) 0.983

Applying Recurrent Neural Network for Passenger Traffic Forecasting 75



www.manaraa.com

5 Conclusions

With the use of the LSTM neural network, the accuracy of passenger traffic modeling
will be increased up to several percents in the future, which allows the carrier to reduce
the cost of servicing the rolling stock MTE. The method allows to predict the number
of passengers hourly for any day. The model achieves its maximum accuracy if you
anticipate not less than 10 days in advance and every week to provide up-to-date data
and study the model. The proposed forecasting passenger traffic method using neural
networks can reduce the cost of passenger traffic and improve the quality of transport
services on the routes studied. The obtained refined predictive values on the studied
routes allow us improve the work of the MTE, in particular, when planning the modes
of movement and the choice of transport vehicles for the transportation of passengers.
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Abstract. The problems of multithreaded programming are discussed. One
way to improve the quality of writing a parallel program is to use a model which
can represent the process of parallel computing in details. In this research
construction of model of the multithreaded algorithm is carried out using Petri-
object simulation technology grounded on stochastic Petri net and object-
oriented approach. Synchronous and asynchronous performance can be repro-
duced in model according to the resources availability. The parallel computation
is reproduced with taking into account not only formal rules of threads inter-
action but also the time delays of program instructions. Due to that simulation
results are close to the real which has been obtained by launching a multi-
threaded program. In particular, the model of a thread pool as one of the most
efficient high-level tools of parallel programming is developed. The experi-
mental results show speedup dependence on algorithm complexity, computing
resources and parameters of the thread pool. This dependence is revealed both in
multithreaded program computation and in the model. Hence, simulation can be
used for testing a parallel program with given parameters and resources.

Keywords: Modeling � Multithreaded programming � Stochastic Petri net �
Java

1 Introduction

Multithreaded programming is a popular technique of modern software development. It
is widely used in web applications, graphics, and big data computing because it makes
program performance much faster. However, multithreaded program development
often requires valuable efforts to achieve effective implementation of an algorithm.

The main problems of parallel programming are deadlock, starvation, livelock and
memory consistency error. In work [1] they are discussed in details. Deadlock occurs
when threads are waiting for each other. When a thread can not catch resource for
computing because other threads occupy them, the starvation has happened. If a thread
can not progress in their running although it hasn’t blocked it means livelock situation.
Memory consistency error can occur when threads concurrently modify shared data.
These problems can appear only if the conflict between threads has happened. In
addition, through the stochastic behaviour of parallel computing, the problems in a
program can stay unrevealed long time. When a correct program has been modified
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especially extended by new classes it can destruct the parallel algorithm performance
and this kind of error is hard to catch.

Another problem, that the testing of parallel programs should be performed on
different computer platforms to guarantee its correctness and efficiency. It takes many
resources and a lot of time. Software developers point on the necessity to create tools
for improving the process of debugging multithreaded program because existing tools
are effective only for debugging and performance optimization of single-threaded
software systems [2].

Related works The practice of multithreaded programming with the use of high-
level tools shows that their effectiveness has a strong dependence on many parameters
such as resources number, tasks number and its computational complexity. So the goal
of this research is the development of tool which could help to define the correctness of
using a thread pool and estimate the speedup reached by using parallelism. The tool is
based on the simulation model of parallel algorithm which reproduces the computa-
tional process in details.

The model which is developed provides the estimation of the time performance
which depends on parameters of algorithm and characteristics of equipment. It gives us
a way to estimate the speedup without testing in real time. Also, it provides an
opportunity to debug parallel algorithm using visualization of computational process.

Section 1 introduce to the problems of a multithreaded program development. The
second section describes related works. The next section represents the foundations of
Petri-object approach which is used for simulation. Section 4 describes the java thread
pool and demonstrates the experimental results that prove the speedup strong depen-
dence on the parameters of thread pool and computational complexity. The fifth section
contains the model description of a multithreaded program that uses a thread pool.
Experimental results of simulation are given in the next section. It shows that the model
accuracy is not exceeded 10%. The last section summaries the article and gives the
perspective of future research.

2 Related Works

Different parallel programming technologies applied for multicores computer systems
were compared in work [3] from the point of matrix multiplication time performance.
The testing of parallel program using data and communication flow analysis is con-
sidered in work [4]. The algorithm for tracing program execution helps to explore inter-
process communication. The technique which is proposed can be applied only for an
MPI program.

The platform for testing java parallel algorithm using hardware with 60 cores is
proposed in work [5] and the numbers of experimental results for different wild known
algorithms are given. The execution time and speedup for all algorithms depend on
number of threads using for algorithm implementation.

In work [6] the timed automata are used for modeling thread pool. The model
shows the valuable reducing of the deadline of tasks in case of parallel threads. The
computing time for task performance is provided by the scheduler in this model. Work
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[7] discusses the effective scheduling of tasks in a parallel program grounded on
genetic algorithm.

The partial problem of parallel programming is explored by researchers and they
can not be united in a simple way. Thus, for example, a method for static detection of
deadlocks is proposed in [8]. Moreover, special tools have been developed for
detecting deadlock [9] or memory consistency errors [10] in a parallel program.
However, the development of the tool which is suitable for the testing of all existing
problems is the complicated task through the absence of a united approach to inves-
tigate them.

In this research, we consider Petri-object simulation models as a base for creating
such tool. The significant difference from previous research is that the parallel com-
putation reproduces not only in steps but also in time with taking into account the time
delays of program instructions. It is important through the threads interaction. Also, the
impact of available resources is taken into account in the model which is developed.

3 Petri-Object Simulation

Construction of Petri-object model is grounded on stochastic Petri net and object-
oriented technology. Mathematical description of stochastic Petri net with multichannel
transitions is represented by the set of places P ¼ Pf g, the set of transition T ¼ Tf g,
P\T ¼ £, the sets of input and output arcs A� P� T[T� Pð Þ, the set of arc
multiplicity W : A ! N, the set of parameters of transition’s priority and probability
K ¼ f cT ; bTð ÞjT 2 T; c 2 N; b 2 0; 1½ �g, set of non-negative values defined by deter-
mine or stochastic value with given distribution for transition time delay R : T ! <þ :

Net ¼ P;T;A;W;K;Rð Þ: ð1Þ

Petri-object is an object that inherited class PetriSim in which the algorithm of Petri
net functioning is defined:

PetriObject !inherit PetriSim: ð2Þ

Petri-object model is a model that aggregate Petri-objects:

PetriObjectModel ¼ [ jOj;Oj !inherit PetriSim: ð3Þ

There are two ways to connect Petri-objects. The first one is to share place between
two or more objects. The second one is to pass marker from the transition of one Petri-
object to one or more places of Petri-objects. Both types of connections provide that the
dynamics of model described by the Petri net obtained as union of nets of all its Petri-
objects [11]. Therefore the simulation algorithm is realized like the algorithm of
stochastic Petri net. It’s the main Petri-object model distinguish of other known
combination object-oriented technology and Petri net, for example [12], that not only
for the objects its dynamics described by Petri net but the dynamics of model also
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described by Petri net. In addition, Petri-object model provides the simulation algo-
rithm that has less complexity than stochastic Petri net.

The Petri-object model is constructed in four stages. In the first stage, the Petri-nets
which describe the dynamics of the elements of the model are compounded. In the
second stage, the classes of Petri-objects as the object with the dynamics given by Petri
net are created. In the third stage, the Petri-objects are created and the connections
between them are set. In the fourth stage, the Petri-object model is compounded with
the given set of Petri-object. If the classes of Petri-objects have been constructed for a
specific area they can be reused for construction of a model. Then the time to create a
model considerably reduced.

4 Java Thread Pool

Thread pool is the most efficient tool for implementing multithreaded algorithms. It is
used by many popular programming languages such as Java, C++, C#, Python, etc.
Being a high-level tool of multithreading it provides convenience, speed, and ease of
use. It allows reducing the overhead of creating a thread and as a result, increases the
efficiency of using resources. In [13] general problems of using a thread pool are
discussed. In [14] the author points on the importance of tuning the right size of a
thread pool.

A thread pool reuses its threads to execute current tasks. Since the thread already
exists when the request on execution arrives, the delay produced by thread creation is
missed. It’s the main advantage of using the pool that instead of creating a new thread,
any new task is served by a free thread from the pool.

Thread pool consists of worker threads which are able to do the computing work.
The work for computing in thread can be represented only by the object of class that
implements Runnable or Callable interface. Such objects are called ‘tasks’ according to
Java documentation [15]. In order for worker threads to start computing, tasks must be
loaded to the pool. After that with the help of ExecutorService tasks can be executed by
the thread pool. Thus, working with thread pool programmer should create pool than
load to the pool tasks that have been created earlier, after that stop the loading and than
wait for finish of computing all tasks.

The following code represents thread pool creation and execution in Java language:

ExecutorService executor = Executors.newFixedThreadPool(2);
for (int j = 0; j < n; j++) {
executor.execute(new TaskCounter(new Counter()));
}
executor.shutdown();
executor.awaitTermination(50, TimeUnit.MINUTES);

Experimental results show that the speedup obtained by parallelism strongly
depends on the computational complexity of an algorithm and its parameters such as
the number of threads which are used. Figure 1 depicted the changing of speedup for
different complexity of computation (from 103 operations to 109 operations) when the
number of threads and the number of tasks increase. If the number of operations less
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than 106 the overhead on creating the resources for computing is more than reduction
obtained by the parallel implementation of the algorithm. So in this case parallelism is
not effective (we see on figure speedup less than 1.0). The increasing of speedup to
nearly 2.0 can be observed if only the number of operations is much more than 109 and
the number of threads is not less than two. However, the value of speedup more than
2.0 cannot be achieved through the limitation of computing resources. Thus it’s a big
question for every parallel algorithm what parameters provide its effective perfor-
mance. In order to answer this question the model of thread pool was created. This
model allows varying the number of threads and tasks in thread pool with taking into
account the computer resources. Instead of running a multithreaded program on dif-
ferent computers many times, thread pool model can be simulated. In that case, finding
the right parameters for effective program performance is simplified, and the time and
resources costs are reduced.

5 Model Description

A detail description of the basic instructions of the multithreaded program by the
fragments of stochastic Petri net has been given in our previous work [16]. We
implement them for constructing the model which simulate thread pool known as one
of the high-level tool of multithreading. It describes the thread pool loaded with tasks
which are running the given method of given class. For simplicity, suppose that the
given method is increasing the value which is contained in the class named Counter.
According to the objects of program the model is combined of Petri-objects
‘Main’,‘ThreadPool’, ‘Task’, ‘Counter’ connected with each other by shared places.

Simplest instruction (as add or multiply numbers) of a program is represented by
transition with time delay. Repeating instructions can be represented by the same
transition. However, the condition of repeating should be added. Therefore the cycle of
n simple instructions is represented by two transitions, one of which has a bigger
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Fig. 1. Speedup dependence on number of threads (th) and tasks (w) for different complexity of
computation by the results of running multithreaded program on dual core processor
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priority (Fig. 2). So the second transition can be fired when the first one can’t be.
Notice that the transition with higher priority is depicted with the bigger width.

Two cases can be considered: task runs asynchronous or synchronous. The Petri-
object ‘Counter’ with synchronization mechanism is depicted in Fig. 3. In both nets,
there is the same construction with an alternative to events. The event of incrementing
‘counter++’, as it has higher priority value, will be performed for n times (mark in
place ‘for’), each time the result of the operation will be saved as a marking of place
‘value’. After that, the ‘endFor’ event is occurring.

As it has been already mentioned, Petri net for synchronous counter contains the
locking mechanism - place ‘lock’ in the figure. That means that before the increment
method could be executed the lock object should be captured. It is demonstrated by the
transition ‘syncInc’ and ‘unlock’, and by the places ‘lock’ and ‘unlock’.

n
counterStart

for

counter++ value

endCounter

newCounter

endFor

Fig. 2. Petri-object ‘Counter’ without synchronization

n

counterStart

for

counter++ valuesyncInc

return

newCounter

endFor

unlock

1

lock

unlock

Counter

Fig. 3. Petri-object ‘Counter’ with synchronization
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It all starts with the Petri-object ‘ThreadPool’ connected to the ‘Main’ Petri net
through the places ‘poolStart’ and ‘poolEnd’ (Fig. 4). The place ‘cores’ simulates the
cores of processor as a resource for computing. It is shared with all objects of model.
Moreover, all events in model use this place like ‘Main’-object but we will skip the
corresponding elements to facilitate the perception of Petri nets.

The net of Petri-object ‘ThreadPool’, in its turn, has a connection with Petri-object
‘Task’. It contains shared places ‘taskStart’ and ‘endTask’ which belong to ‘Task’
(Fig. 5). The transition ‘newThreadPool’ represents the event of initialization of thread
pool. The output multiplicity arc with number k sets the number of threads in the pool.
Moving forward, there is an alternative to events. The conflict of transitions ‘execute’
and ‘shutdown’ is solved with the help of the priority parameter. ‘Execute’ transition
has higher priority (it is depicted with bigger width) than ‘shutdown’, so the event
‘execute’ which stands for the tasks loading to the pool will be performed first as long
as a condition for input will be true. The marking of place ‘numTasks’ matches the
number of tasks in the thread pool. When all the tasks are loaded to the thread pool the
event ‘shutdown’ is executed.

m

mainStart

cores

poolStart

ThreadPool

endMainendPool

Task Counter

Fig. 4. Petri-object ‘Main’

w

numThreads
taskStart taskEnd

shutdown

poolEndawait
k w

newThreadPool

Task

poolStart

numTasks

Fig. 5. Petri-object ‘ThreadPool’
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As soon as a task is loaded to the pool it starts to do the work. This process is
described by the Petri-object ‘Task’ (Fig. 6). In general, any Runnable-object with
computing algorithm in its method run() can be performed by the task. In our case, the
task running the method of class Counter which is connected to the ‘Task’ via shared
places ‘counterStart’ and ‘endCounter’. The task of counter has been chosen because
of the simplicity of computing algorithm which is well parallelizable since it has no
sequential instructions.

The end of simulation happens when the event ‘endMain’ of Petri-object ‘Main’
has fired and one token in place ‘endMain’ has appeared. The moment of this event is
registered as the multithreaded program completion time. This time is considered as the
result of simulation in following experiments.

6 Experimental Results

The values of time delay for events in the model have been estimated by the statistical
study of the corresponding values during the computing on dual core processor. There
are program instructions that need much more time for their completion than other. For
example, the time for creating a thread pool is approximately 20 times bigger than the
time for creating a new object which, in turn, is 30000 times bigger than the time of the
simplest arithmetic operation.

In experiment the speedup which is achieved in multithreaded program with dif-
ferent parameters of thread pool is researched. Changing computational complexity of
algorithm which is parallelized from 103 to 109 we can see the sharp increasing of
speedup to approximately 2.0 only for the complexity more than 108. If complexity is
less than 106, the speedup is less than 1.0 which means that using pool in this case is
ineffective (Fig. 7). Comparison of the result of simulation and the result which has
been obtained when the program is running on dual core processor confirms the

k

taskStart

numThreads

counterStart

Counter

runStart

endTask

runEndnewTask

endCounter

ThreadPool

Fig. 6. Petri-object ‘Task’
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correctness of the first one. The model in a right way revealed the limitation of
computing resources because of the speedup reaches value 2.0. Notice that this value is
equal to the number of cores. The searching of thread pool parameters provided the
maximum speedup is presented in Table 1. If the complexity of an algorithm is less
than 106 the using of a thread pool is not recommended because of the low level of
speedup which can be achieved. In the case of an algorithm complexity greater than 106

the maximum speedup is achieved when 2 tasks and 2 threads in a thread pool.

The speedup measured in multithreaded program and in its model if thread pool
uses 2 threads and 2 tasks depicted in Fig. 8. When the complexity of computation is
huge (109) the model exactly reproduces the speedup. In other case, the model shows as
a rule the bigger speedup than the multithreaded program. It can be explained by the
fact that we do not include in model the uses of system resources by other processes. In
our future version of model it can be considered as the corresponding event that will be
added to the model.

The accuracy of speedup simulation is represented in Table 2. The value of
accuracy is calculated as a difference between speedup obtained in model and in real
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Fig. 7. The speedup dependence on parameters of thread pool (th - threads, w - tasks).

Table 1. The parameters of thread pool (th - threads, w - tasks) to achieve maximum speedup.

Complexity Parameters
1 w,
1 th

2 w,
1 th

2 w,
2 th

4 w,
2 th

8 w,
2 th

16 w,
2 th

4 w,
4 th

8 w,
4 th

16 w,
4 th

1000 0.18 0.12 0.12 0.07 0.04 0.02 0.07 0.04 0.02
1000000 0.57 0.54 0.54 0.38 0.22 0.12 0.38 0.22 0.12
10000000 0.87 0.86 1.29 1.13 0.92 0.55 1.17 0.93 0.55
100000000 0.98 0.98 1.89 1.85 1.78 1.65 1.86 1.79 1.66
1000000000 1.00 1.00 1.99 1.98 1.98 1.96 1.99 1.98 1.96
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multithreaded program expressed as a percentage of last value. The number of workers
w and the numbers of threads th are varied. The increasing of absolute value of time
performance obtained in model and in real multithreaded program for the 2 tasks and 2
threads in thread pool is represented in Fig. 9.

Fig. 8. The comparison of speedup in multithreaded program and in its model

Table 2. Accuracy of simulation result (109 computational complexity).

Number of tasks (w)
and threads (th)

1 w, 1
th

2 w, 1
th

2 w, 2
th

4 w, 2
th

8 w, 2
th

16 w,
2 th

4 w, 4
th

8 w, 4
th

16 w,
4 th

Program 0.985 0.990 1.859 1.869 1.901 1.856 1.907 1.828 1.855
Model 0.998 0.998 1.989 1.984 1.976 1.977 1.985 1.977 1.960
Accuracy 1% 1% 7% 6% 4% 7% 4% 8% 6%

Fig. 9. The comparison of time performance in multithreaded program and in its model if 2
tasks and 2 threads are used
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7 Conclusions

The main result we obtained is that the Petri-object model of thread pool reproduces the
impact of resources which are used for computing. Although the number of threads in
the pool is increased, the time performance of the multithreaded program is not
increased through the lack of resources. The tasks loaded to the pool are performed
concurrently but not simultaneously. Therefore Petri-object simulation of the multi-
threaded program can be used for investigating the parameters used in the program and
searching the best ones for the biggest effect of multithreaded tools. Future research
will help to give common recommendation for choosing the size of pool in accordance
to the complexity of computation and system resources.
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Abstract. In this paper, a flow-based decomposition model and a two-level
hierarchical coordination method of inter-area routing in a backboneless net-
work are proposed. In the framework of the proposed method of inter-area
routing at the lower level there is a calculation of routes for individual areas, and
the upper level task is the coordination of the lower-level solutions to provide
connectivity of inter-area paths (multipath) both in its structure and in the nature
of the users’ traffic balancing on it. The results of numerical calculations con-
firmed the adequacy of the proposed model and the convergence of the method
of inter-area routing to optimal solutions for a finite number of iterations.

Keywords: Inter-area routing � Backboneless network � Hierarchical routing �
Goal coordination principle � Iteration

1 Introduction

In modern telecommunications networks, an important problem is the provision of the
required Quality of Service (QoS) for which the functionality of all seven levels of the
OSI (Open Systems Interconnection) model is involved [1–3]. The main means of
providing QoS on the Network Level it can be attributed the technology of traffic
management, the key of which, by rights, are the routing protocols [4–6]. With the
growth of the territorial distribution of modern networks, the number of network
devices, supported services and users in general, tasks related to increasing the scal-
ability of routing solutions are emerging. At present, in order to solve these problems,
in practice, protocols of hierarchical routing are actively applied, for example, OSPF,
IS-IS, BGP in IP/MPLS networks, PNNI in ATM technology [4, 7, 8].

A feature of the operation of these hierarchical routing protocols is that two types of
areas such as backbone Area (Area 0) and non-backbone Area (NBA) are distinguished
in the network structure [9, 10]. To increase the scalability of the network, routing tasks
in these areas are solved quite autonomously, which helps limit the amount of infor-
mation transmitted about the state of areas and reduce also the size of the routing tables.
Within the framework of this research direction, quite intensive scientific and applied
attachments are being conducted [11–22]. However, all traffic between NBAs is
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Z. Hu et al. (Eds.): ICCSEEA 2019, AISC 938, pp. 90–102, 2020.
https://doi.org/10.1007/978-3-030-16621-2_9

http://orcid.org/0000-0002-0609-6520
http://orcid.org/0000-0001-6150-5924
http://orcid.org/0000-0002-5650-9274
http://orcid.org/0000-0002-7391-3068
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_9&amp;domain=pdf
https://doi.org/10.1007/978-3-030-16621-2_9


www.manaraa.com

necessarily routed through the backbone routers, which severely reduces the func-
tionality of hierarchical routing solutions on the network.

Generally, to improve the efficiency and flexibility of hierarchical routing solutions,
it is advisable to abandon the restrictions associated with the mandatory passage of all
inter-area routes through the backbone, i.e. make all network areas functionally equal.
Then, in general, desired paths may pass through an arbitrary set of areas. However, the
requirements for the order of solving inter-area routing problems are contradictory. On
the one hand, to increase the scalability of routing in the network as a whole, the
solutions of these private tasks should be as autonomous as possible. But in order to
increase the efficiency of the network and ensure the coherence of the inter-area routes,
the solutions to these problems must be maximally coordinated. This cannot be realized
without corresponding re-examination and improvement of mathematical models and
methods of hierarchical routing.

At the same time, the basis for such an improvement may be the flow-based routing
solutions proposed in [11, 12, 14–16] and focused on the implementation of
hierarchical-coordinating routing in the network. Hierarchical coordination routing
along with the increasing of scalability of the network ensures the efficiency of solu-
tions close to centralized routing. This is achieved, as shown in [11, 12, 14–16], by
introducing a two-level functional hierarchy, where different hierarchical levels are
responsible for solving intra- and inter-area routing problems. At the same time,
connectivity of inter-area routes is provided by introduction of coordination of lower-
level solutions (area level) from the upper level (network level). This approach is
oriented, on the one hand, to providing a higher scalability of the network as a whole,
and on the other hand to the coordinated solution of tasks within and inter-area routing,
taking into account the real topology of individual areas and the network as a whole,
not aggregated.

2 Flow-Based Model of Inter-area Routing in Backboneless
Network

Let us the telecommunication network structure has been described by oriented graph
G ¼ ðM; EÞ which consists of both the set of graph vertices M ¼ Mi; i ¼ 1;m

� �
modeling network routers; and the set of graph arcs E ¼ Ei;j; i; j ¼ 1;m; i 6¼ j

� �
modeling links connecting routers in network. Let denote K like the set of flows
circulated in network and based on this, denote Kj j ¼ ~K like the cardinality of the set K
describes the total number of flows in network. Denote by kk the rate of kth packet flow
ðk 2 KÞ which measured in packet per second (1/s). Also denote by sk and dk the
router-sender and destination router of kth flow respectively and they must be included
to different areas.

In order to develop the decomposition model of inter-area routing in multi-area
network it was supposed that the telecommunication network consists of N intercon-
nected subnetworks named areas. Then every separate pth area in network can be
described by the subgraph Gp ¼ ðMp; EpÞ of graph G, which by the analogy with
graph G consists of set vertices Mp ¼ Mp

i ; i ¼ 1;mp
� �

modeling the pth area routers,
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where mp is the total number of routers in pth area, and the set of links Ep ¼
Ep
i;j; i; j ¼ 1;mp; i 6¼ j

n o
connecting routers in pth area. Also in model two subsets:

Ep
in ðEp

in ¼ Ep; Ep
in ¼ Ep

i:j; Mj 2 Mp;Mi 2 Mq; p 6¼ q
n o

Þ the subset of graph arcs

modeling networks links the traffic may incoming through to pth area; and subset Ep
out

ðEp
out ¼ Ep; Ep

out ¼ Ep
i:j; Mi 2 Mp;Mj 2 Mq; p 6¼ q

n o
Þ modeling network links,

through which the traffic may outgo from pth area, are introduced.
Agree that boundary between areas (decomposition of network for areas) passes

through the links, which is implemented in protocol IS-IS [4]:

Ep \Eq 6¼ 0 and Mp \Mq ¼ 0:

i.e. the link may connect routers belonging different areas.
Also let us using up

i;j as bandwidth of the link Ei;j, which measured in packet per
second (1/s). The link Ei;j is between routers Mi and Mj, and at least one of them must
be included to the pth area. For solving the task of hierarchical inter-area routing for
every pth area it is necessary to calculate routing variables xp;ki;j which determine the
fraction of the rate of kth flow in link Ep

i;j 2 Ep.
Implementation of the single-path routing strategy is based on fulfilment of fol-

lowing condition:

xp;ki;j 2 0; 1f g; ð1Þ

and for implementation of the multipath routing strategy the routing variables have to
satisfy the next constraints:

0� xp;ki;j � 1: ð2Þ

The novelty of the inter-area routing model comparted to model presented in [11,
12, 14] is the improved conditions of flow conservation both for transit areas and for
domains that include the source router and the destination router. The condition of flow
conservation have to be fulfilled for every kth flow and every pth area router to provide
connectivity of calculated inter-area routes in network.

If the kth flow was generated in pth area ðMp
i ¼ skÞ, the condition of flow con-

servation for this area take follows:

P
Ep
i;j2Ep

xp;ki;j ¼ 1; if Mp
i ¼ sk;

P
Ep
i;j2Ep

xp;ki;j � P
Ep
j;i2Ep

xp;kj;i ¼ 0; if Mp
i 6¼ sk;

P
Ep
i;j2Ep

out

xp;ki;j ¼ 1;

8>>>>>><
>>>>>>:

ð3Þ
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and the first condition of the system (3) covers all the border routers the kth flow
incoming through to the pth area; the second condition is introduced for those routers
of the pth area, which are transit for the kth flow; and for ensuring that the entire kth
flow transferred from the pth area to the other areas it is introduced into the model the
third condition of system (3) [16].

If the destination router of kth packets flow is included to pth area the condition of
flow conservation take following form:

P
Ep
i;j2Ep

xp;ki;j � P
Ep
j;i2Ep

xp;kj;i ¼ 0; if Mp
i 6¼ dk;

P
Ep
j;i2Ep

xp;kj;i ¼ 1; if Mp
i ¼ dk;

P
Ep
i;j2Ep

in

xp;kj;i ¼ 1;

8>>>>>><
>>>>>>:

ð4Þ

and the first condition of the system (4) covers all the routers of the pth area, which are
transit for the kth flow; the second condition is introduced for those routers the kth flow
outgoing through from the pth area; and similarly, for the pth area which is a receiver,
into the model the condition ensured that the kth flow completely incoming to the pth
area from other areas is introduced by the third condition of system (4) [16].

If pth area is the transit for kth flow the condition of flow conservation take
following form:

P
Ep
i;j2Ep

xp;ki;j � P
Ep
j;i2Ep

xp;kj;i ¼ 0; if Mp
i 2 Mp;

P
Ep
i;j2Ep

in

xp;ki;j ¼ P
Ep
i;j2Ep

out

xp;kj;i :

8>><
>>:

ð5Þ

And it is important that conditions (1)–(5) must be carried out for every kth flow
separately.

Also the important part of the model of inter-area routing is the fulfilment of
conditions of link overload prevention:

X
k2K

kkxp;kði;jÞ �up
i;j; p ¼ 1;N: ð6Þ

Routing variables xp;ki;j are the coordinates of corresponding routing vectors ~xkp,
which with structural decomposition have to make the functional decomposition. Due
to the distributed calculation of the vector~xkp with coordinates xp;ki;j within each area in
network, it is necessary to provide inter-area interaction of routes passing through the
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multiple areas. For this it is proposed to introduce the condition of inter-area interaction
represented by the following expression:

~xkp ¼ Ck
q;p~x

k
q; p; q ¼ 1; n; p 6¼ q; k 2 K; ð7Þ

where Ck
q;p is the matrix of interaction between the area pth and area qth; Ck

p;q is the

matrix of interaction between the area qth and area pth. Elements of matrixes Ck
q;p and

Ck
p;q have been selected according to that coordinates of vectors~xkp and~x

k
q responsible

for order of routing in pth and qth areas may be identical.

3 Development of Hierarchical Coordination Method
of Inter-area Routing in Backboneless Network

Proposed hierarchical coordination method of routing in multi-area network is based on
solving the optimization task of calculation of vector ~xkp of routing variables ðp ¼
1;N; k 2 KÞ with fulfilment of constraints (1)–(7). And next objective function has to
be minimized:

minF; F ¼
X
p2N

X
k2K

ð~xkpÞtHk
p~x

k
p; ð8Þ

where Hk
p is the diagonal matrix of weight coefficients and its coordinates are routing

metrics of pth area links; ½��t is transpose function of vector (matrix).
To make routing variables take properties of hierarchical routing during solving

optimization problem with minimization of constraints (1)–(7) the goal coordination
principle [23, 24] is used and turned to unconditional extremum problem:

min
x

F ¼ max L
l

; ð9Þ

and the Lagrangian L has to be maximize by vectors of Lagrange multipliers ~l:

L ¼
XN
p¼1

X
k2K

ð~xkpÞtHk
p~x

k
p þ

XN
p¼1

XN

q ¼ 1
q 6¼ p

X
k2K~l

k
p;qð~xkp � Ck

q;p~x
k
qÞ; ð10Þ

where~lp;q is the subvector of vector~l assigned to each of the vector-matrix conditions
of interaction between the area pth and area qth represented by (7).
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Within the principle of goal coordination the vector of Lagrange multipliers ~l is
calculated on upper level and known for lower level, and based on this (10) can be
represented as follows:

L ¼
XN
p¼1

Lp; ð11Þ

Lp ¼
X
k2K

ð~xkpÞtHk
p~x

k
p þ

XN
q¼1
p 6¼q

X
k2K þ

~lkp;q~x
k
p�

XN
q¼1
p 6¼q

X
k2K�

~lkq;pC
k
p;q~x

k
p; ð12Þ

where K þ
p is the subset of flows incoming to the pth area; K�

p is the subset of flows
outgoing from the pth area ðK þ

p ;K�
p 2 KÞ.

Thus, within the proposed two-level method, separate inter-area routing tasks are
proposed to be distributed at different levels of the hierarchy. That is, it is advisable to
solve tasks of calculation of routing variables described by vector~xkp ðp ¼ 1;N; k 2 KÞ
at the lower level, and the task of the providing the fulfilment of conditions of inter-area
interconnections (7) transfer to the upper level to the network coordinator.

The results of solving the problems of inter-area interaction are collected by the
network coordinator (the upper level of the hierarchy), where they are analyzed and
coordinated by calculating (correcting) the Lagrange multiplier vectors during the
following gradient iteration procedure:

~lkp;qðaþ 1Þ ¼~lkp;qðaÞþr~lkp;q; ð13Þ

where a is a number of coordination iteration; r~lkpq is the gradient of function (11)
calculated according to the one received from the lower level solutions of routing tasks
~xk�p ðp ¼ 1;N; k 2 KÞ. This gradient is calculated as:

r~lkp;qðxÞ x¼x� ¼~xkp � Cq;p~x
k
q;

��� ð14Þ

With approaching coordinates of gradient r~lkrp;q to zero, the fulfilment of condition
of inter-area interconnection (7) will be provided. The total optimum is achieved when
r~lkrp;q approaching to the zero.

4 Numerical Research of Hierarchical Coordination Method
of Inter-area Routing in Backboneless Network

In order to confirm the efficiency of the proposed hierarchical coordination method of
routing in multi-area network, as well as to verify the adequacy and effectiveness of the
solutions obtained, the research of the method for various variants of telecommunications
network structures was conducted. For example, in this paper the solution of proposed
method considered for network structure shown in Fig. 1.
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The researched network consists of three directly connected to each other areas
named Area 1, Area 2 and Area 3. Each area contains three routers presented by sets
M1 ¼ M1

1 ;M
1
2 ;M

1
3

� �
, M2 ¼ M2

1 ;M
2
2 ;M

2
3

� �
, M3 ¼ M3

1 ;M
3
2 ;M

3
3

� �
of routers in Area 1,

Area 2 and Area 3 respectively. The boundary between areas (decomposition of the
network into subnets or areas) passes through the links. Let the flow incoming to the
network through the router M1

1 (router-sender) located in the Area 1, and also outgoing
from network through the router M3

3 (destination router) located in Area 3. The link
bandwidth is represented on links in Fig. 1.

During the research, the rate of packet flow varied from 10 to 300 1/s. For example,
let us consider the variant of research when flow rate is equaled 100 1/s. In Fig. 2 there
is represented the initial solution of the inter-area routing task, i.e. before the coordi-
nation process begins.

Area 1 Area 2

Area 3

Fig. 2. Initial route calculation for transmission of flow with rate equal 100 1/s

Area 1 Area 2

Area 3

Fig. 1. Telecommunication network structure
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In Fig. 2 on links the flow rate is represented, but in the links participating in the
inter-area interaction, there is representation of fraction, where the numerator indicates
the calculation performed in the area from which the flow is outgoing, and in the
denominator the similar decision made in the area the flow is incoming to.

In view of the fact that the calculation of routes in different areas was made
independently of each other, then the condition of inter-area interaction (7) was not
provided (in Fig. 2 links where the condition (7) are not fulfilled highlighted in red).
According to the Area 1 calculations the flow was sent through the link connecting the
router M1

2 of the first area and router M2
1 of the second area. In turn, according to the

Area 3 calculations, the flow may incoming through the link connecting the router M1
2

of the first area and the router M3
1 of third area. The initial calculation of routes in each

of the areas is dictated by the fact that they are, on the one hand, the most productive,
and on the other hand, contain a minimum number of hops, since the used criterion is
additive.

Provided coordination of routing solutions obtained in individual areas and aimed
at ensuring the fulfillment of the conditions of inter-area interaction (7) at the upper
level of the hierarchy of the proposed method leads to the fact that the connectivity of a
single calculated inter-area route was ensured already after the second coordinating
iteration (Fig. 3).

This situation was also observed with an increase the flow rate to 130 1/s, and was
justified by the implementation of single-path routing, and convergence was carried out
in two iterations. Further increase of the rate of same flow with the same initial data of
the network structure and the link bandwidth (Fig. 1), the convergence of the coor-
dinating procedure was provided already after the sixth iteration, and the routing
solutions had a multipath routing strategy character. In Fig. 4 shows the initial solution
of the inter-area routing task with a packet flow rate of 300 1/s.

Fig. 3. A coordinated solution of the inter-area routing task of flow with rate of 100 1/s obtained
after second iteration
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The designation of the data represented in the links coincides with that shown in
Fig. 2. Route solutions in each area had a multi-path routing strategy character; none of
the links can cope this load. However, due to the lack of coordination of route solutions
obtained from individual areas, the connectivity of inter-area routes was not provided
(Fig. 4).

Figure 5 shows an intermediate solution of hierarchical inter-area routing task,
obtained after the third coordinating iteration. Within the framework of this route
solution, the conditions of inter-area interaction (10) are still not satisfied, but there is a
smaller discrepancy in the results of calculations obtained in different area in network,
compared with the initial solution (Fig. 4).

300

Area 1 Area 2

Area 3

Fig. 4. Initial solution of inter-area routing of flow with rate 300 1/s

300

Area 1 Area 2

Area 3

Fig. 5. The solution of the inter-area routing task of flow with rate 300 1/s obtained after the
third iteration
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Figure 6 presents the resulting coordinated solution of the hierarchical inter-area
routing task obtained after the sixth coordinating iteration of the proposed method,
leading to the fulfillment of the conditions for inter-area interaction (10). The increase
in the number of iterations of the coordinating procedure to obtain the desired solution
with increasing flow rate is caused by the necessity to implement a multi-path routing
strategy both within and between areas, which implies an expansion of the number of
possible solutions to the task (Fig. 7).

In the conditions of increasing the number of possible variants of calculated inter-
areas routes, the number of coordination iterations (11)–(12) increased. The results of
the study confirmed the convergence of the method to an optimal solution by a finite
number of iterations. Using the routing of a single route, the number of iterations of

300

300

Area 1 Area 2

Area 3

Fig. 6. A coordinated solution of the inter-area routing task of flow with rate of 300 1/s obtained
after the sixth iteration

Fig. 7. Dependence number of iterations on number of areas in network and the routing strategy
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coordination varied from 1–2 to 6–7 depending on the number of areas in the network.
The use of multipath routing has led to an increase in the number of iterations of the
coordination procedure by approximately 1.5–2 times compared to routing decisions
along a single path.

5 Conclusions

The decomposition flow-based routing model in a backboneless network is proposed in
the paper. The novelty of the model is, firstly, the modification of the conditions of flow
conservation for three types of areas: the sender, the receiver, and the set of transit
areas; secondly, the introduction of the conditions of inter-area interaction in its
structure to ensure the connectivity of inter-area routes both in terms of their structure
and the nature of load balancing across them. The model is oriented to the imple-
mentation of both single and multipath routing with the support of routing metrics used
in existing routing protocols. A feature of the proposed model is also that during the
decomposition of the network, the boundary between areas passes through links, as it is
realized, for example, in the IS-IS protocol. In addition, the network does not allocate a
backbone, and an inter-area route can pass, in general, through an arbitrary set of
domains.

Using the proposed model, the routing task was reduced to the optimization task of
the linear programming class. Its solution, using the of goal coordination principle,
determined the content of the proposed method of hierarchical coordination routing in a
multi-area telecommunications network. The method is based on the introduction of a
two-level hierarchy of calculations: the lower level is responsible for the calculation of
intra-area routes, and the upper level is responsible for coordinating decisions of the
lower level aimed at ensuring the connectivity of the calculated inter-area routes by
fulfilling the introduced conditions for inter-area interaction. The rate of convergence of
the method to optimal values was determined by the number of iterations of the
coordination procedure (13)–(14) and, in turn, influenced on the efficiency and the
volumes of information transmitted over hierarchical levels about the state of the
network. The application of the method is aimed at increasing the scalability of the
terminal routing solutions without reducing the efficiency of the network as a whole.

The research of the proposed method based on determining the degree of influence
of the structural and functional parameters of the network on the convergence of the
coordination procedure and the method as a whole is conducted in this work. The
results of the research showed that the main factors influencing on the number of
coordinating iterations in the method include the number of areas in the network, its
congestion, and the implementation of a multipath routing strategy. The paper shows
that, depending on the growth of network traffic, the number of iterations increases on
average from 2 to 4 times.
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Abstract. We study three similar problems of scheduling of unrelated jobs on
uniform parallel machines each having a distinct optimization criterion. In the
first problem the criterion is the makespan minimization. In the second one the
goal is to create a schedule, where the minimum of the completion times of the
last jobs on the parallel machines is maximized (machine covering problem). In
the third one the goal is to create a schedule with maximally uniform distribution
of jobs among the machines. We propose the sufficient conditions of schedule
optimality for these problems. First, optimality criteria for the analyzed prob-
lems were transformed into functions of makespan’s lower boundary deviation.
This allows to define auxiliary optimization problems of the mixed-integer
programming problems class. The objective of these auxiliary problems is to
determine a perfect schedule - the one that gives the perfect value of the cor-
responding source criterion for the given volume of jobs. Perfect value allows us
to determine the sufficient conditions of schedule optimality for all three
problems.

Keywords: Schedule � Uniform parallel machines � Makespan �
Machine covering problem � Auxiliary optimization problem �
Sufficient conditions of optimality

1 Introduction

Models and methods of scheduling theory are widely used in many areas of activity,
starting from manufacturing and service industries to cluster and parallel computing.

One of the typical areas where these methods are used is optimization of some
process that involves execution of some set of tasks. Such optimization minimizes the
usage of resources involved in the process. In this work we consider three practically
meaningful problems of uniform parallel machines scheduling.

Consider a set of jobs, J ¼ 1; 2; . . .; j; . . .; nf g, and a number of machines, m. The
machines operate simultaneously, are interchangeable, and may differ in job processing
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efficiency. Machines can be sorted in the decreasing order according to the speed of job
processing. The resulting order is the same for all the jobs. For any machine i,
i ¼ 1; . . .; m, the duration of processing job j equals kipj, where: pj is the duration of
processing job j on the reference machine and ki [ 0 is a performance coefficient (if
ki\1 then machine i is more efficient than a reference machine with ki ¼ 1; similarly,
if ki [ 1 – then machine is less efficient than the reference machine). Let us assume that
all the jobs from J come simultaneously at time zero, and the processing of each job
runs without interruptions until completion. All machines start working at time zero
and operate without downtime.

Problem 1. Find a schedule, where the maximum jobs completion time (Cmax) is
minimized (makespan minimization, Qm Cmaxk ).
Problem 2. Find a schedule, where the minimum of the completion times of the last
jobs on the parallel machines is maximized (this problem is known as machine
covering problem).
Problem 3. Find a schedule with the most uniform distribution of the jobs among
the machines.

Since these problems belong to NP class, a polynomial algorithm for solving them
is unknown [1]. New approximate algorithms, however, appear on a regular basis. One
way to improve them further is to determine the sufficient conditions of schedule
optimality [2]. Approximate algorithms can use such conditions to define a termination
condition as following: (1) for the current solution sufficient optimality condition is
obtained (this means that the optimal solution is reached); (2) further improvement of
the current best solution is impossible (in this case the optimality gap is known).

The goal of our research is to determine the sufficient conditions of schedule
optimality for three aforementioned problems.

Our contribution is as follows. While conducting our analysis we have transformed
optimality criteria for the analyzed problems into functions of makespan’s lower
boundary deviation. This makes possible to introduce auxiliary optimization problems
of the mixed-integer programming problems class. The objective of these auxiliary
problems is to determine a perfect schedule - the one that gives the perfect value of the
corresponding source criterion for the given volume of jobs. Afterwards sufficient
conditions of schedule optimality are determined for all three problems. The novelty of
our research are conditions for Problems 2 and 3. Lastly, we demonstrate the proposed
approach on a set of sample data.

2 The Related Works

A lot of research has been devoted to problems 1 and 2, especially to problem 1 and
similar ones. Overview of results obtained for the different scheduling problems for
uniform parallel machines is presented in the works [2, 3]. To solve such problems
various methods were applied [4, 5]. The paper [6] proposes a meta-heuristic based
scheduling, which minimizes execution time and cost. In the work [7] an efficient
approximation algorithm for scheduling precedence-constrained jobs on machines with
different speeds is proposed, while work [8] focuses on approximation schemes for
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scheduling on uniformly related and identical parallel machines. Research [9]
demonstrates scheduling jobs on parallel machines while optimizing bi-criteria namely
maximum tardiness and weighted flow time. Authors of [10] have developed heuristics
for the problem 1 which is based on the optimal makespan of scheduling n independent
single operation jobs on m uniform parallel machines. In the work [11] we can see an
approach to solving of a makespan minimization problem for two uniform parallel
machines, in [12] for uniform parallel machines with release times, and in [13] for
multiple uniform machines. This paper applies an approach similar to one from the
work [13] to solve a lower boundary of makespan for Problem 1. Problem 2 was also a
subject of an extensive research. For instance, in [14] a new exact branch-and-bound
algorithm solution for identical machine covering problem is proposed. The work [15]
compares the performance relationship between two well-known longest-first heuris-
tics. The work [16] researches a problem that is one of versions of the classical machine
covering problem. In [17, 18] that precede the current work, an approach for solving
these problems is described.

3 Analysis of the Problems

Let us assume that all pj are integers, p1 � p2 � . . .� pn, k1 � k2 � . . .� km and let us

introduce the following quantity: P ¼
Xn

j¼1

pj, K ¼
Xm

i¼1

1
ki
. Let us define the perfect case

as one where the amount of work P is performed in the shortest possible time. Let us
define C� to be the theoretical minimal time, in which all the machines are able to
process all the jobs with amount of work P. Ideally, the schedule is uniform, and all the
machines complete their jobs in time C�. In this case C� ¼ P=K [11]. On the other
hand, the maximal jobs completion time can’t be less than p1k1. Taking this into
account we get:

Cmax �max p1k1; P=Kð Þ: ð1Þ

Further we will assume that maximum in (1) corresponds to the second element.

3.1 Transforming Objectives of Problems to Functions of Deviations
of C�

Let us consider a schedule r. In this schedule, let us denote the completion time of job j
by CjðrÞ; the completion time of all the jobs on machine i by SiðrÞ ¼
maxj2JiðrÞCjðrÞ ¼

X

j2JiðrÞ
kipj; machine i protrusion by DiðrÞ ¼ max 0; SiðrÞ � C�f g;

machine i reserve by RiðrÞ ¼ max 0; C� � SiðrÞf g. Let us define the following so
called reduced values: reduced completion time of all the jobs on machine i:

S0iðrÞ ¼
SiðrÞ
ki

¼
X

j2JiðrÞ
pj; D

0
i rð Þ ¼ max 0; S0iðrÞ � c�i

� �
; R0

i rð Þ ¼ max 0; c�i � S0iðrÞ
� �

.

For the newly introduced values, the following equations hold: SiðrÞ ¼ C� � RiðrÞþ
DiðrÞ; S0iðrÞ ¼ c�i � R0

iðrÞþD0
iðrÞ; RiðrÞDiðrÞ ¼ 0, i ¼ 1; . . .;m.
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Example 1. One of the possible schedules for n jobs onmmachines withm ¼ 6, k1 ¼ 1,
k2 ¼ 1; 3, k3 ¼ 1; 5, k4 ¼ 2, k5 ¼ 2; 3, k6 ¼ 2; 5; n ¼ 20, and vector of reference pro-
cessing time p ¼ f20; 9; 9; 8; 8; 7; 7; 7; 6; 6; 6; 6; 5; 5; 5; 4; 4; 3; 3; 2g is shown in
Fig. 1. Job number and processing duration of the corresponding machine are shown
within the corresponding rectangles. C�, RiðrÞ and DiðrÞ are also depicted. Using the
introduced notation let us state the optimality criterion for the analyzed problems:

Problem 1. The criterion of minimizing the maximal occupancy time (minimizing the
makespan) is as follows:

Cmax ¼ max
i

SiðrÞ ¼ C� þ max
i

DiðrÞ ! min: ð2Þ

Since C� ¼ const, criterion Cmax ! min is reduced to minimizing the maximal
protrusion:

max
i

Di rð Þ ! min: ð3Þ

Problem 2. The criterion of maximizing the minimum machine completion time is as
follows: min

i
SiðrÞ ! max. In fact, this criterion is symmetrical to the criterion (2):

min
i

SiðrÞ ¼ C� �maxRi rð Þ ! max. It is reduced to minimizing the maximal reserve:

max
i

Ri rð Þ ! min.

Problem 3. Let us define the schedule with maximal uniform distribution the schedule,
where maximal deviation of the completion time on all machines from the perfect
completion time C� of all jobs is minimized: max

i
RiðrÞ;DiðrÞf g ! min.

4 Sufficient Conditions of Optimality

4.1 Case When the Uniform Schedule Can Be Obtained (The First
Sufficient Condition of Optimality)

As mentioned earlier, the uniform schedule (where
Xm

i¼1

DiðrÞ ¼
Xm

i¼1

RiðrÞ ¼ 0) is

optimal. The uniform schedule can be obtained only when C� and all c�i ¼ C�
ki

are

Fig. 1. Graphical illustration of C�, RiðrÞ and DiðrÞ for Example 1: m ¼ 6, n ¼ 20.
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integers (otherwise equalities
X

j2Ji
pj ¼ c�i , i ¼ 1; . . .;m, are not possible, because the

left parts are assumed to be integers). Therefore, if the following holds for schedule r:

SiðrÞ ¼ ki
X

j2Ji
pj ¼ kic

�
i ¼ C�; i ¼ 1; . . .;m ð4Þ

then it is optimal by all three criteria. Condition (4) is the first sufficient condition of
optimality for schedule r.

4.2 Case When the Uniform Schedule Cannot Be Obtained

Approach similar to one applied in [9] to research Problem 1 is also used in the work.
This approach replaces set of jobs J with a set of P jobs of unit processing durations.

If some values c�i are not integers (9i j c�i 62 Z), it is not possible to obtain the
uniform schedule. Let us determine sufficient conditions of optimality for three prob-
lems in this case. We will call a schedule, where some jobs are not assigned to any of
the machines, an incomplete schedule. Let us suppose that a certain number of jobs is
assigned to the machines (let them form a set J � J); thus an incomplete schedule �r is
obtained

X

j2Ji
tij ¼ ki c

�
i

� �
,
X

j2Ji
pj ¼ c�i

� �
, i ¼ 1; . . .;m, where Ji is a set of jobs pro-

cessed by machine i in the obtained incomplete schedule �r (where ab c is the largest
integer less than or equal to a). Values c�i , c�i

� �
and the set J for Example 1 are shown

in Fig. 2. Note that the cumulative duration of the jobs remaining unscheduled equals

to d ¼
Xn

j¼1

pj �
Xm

i¼1

X

j2Ji
pj ¼

Xn

j¼1

pj �
Xm

i¼1

c�i
� �

.

Let us assume that d jobs with durations of 1 are left unscheduled.

(a) Auxiliary Optimization Problem for Problem 1. Taking into account the crite-
rion (3) for Problem 1, we are faced with the following problem: assign d jobs to
machines in such a way that the maximum protrusion of the complete schedule is
minimal. As a result, we obtain a schedule, where jobs in volume of P are scheduled in
the best way.

Fig. 2. Values c�i , c�i
� �

and the set J for Example 1.

On Optimality Conditions for Job Scheduling on Uniform Parallel Machines 107



www.manaraa.com

Let us introduce the following quantity: ei ¼ c�i �
X

j2Ji
pj, i ¼ 1; . . .;m, where ei is

the reserve of machine i in the incomplete schedule �r, where d jobs remain
unscheduled. Taking into consideration previous definitions, we obtain ei ¼ c�i � c�i

� �

(ei � 0), i ¼ 1; . . .;m.
Mathematical Model of the Auxiliary Optimization Problem 1
Variables: xi represent the number of «single» reference jobs to be assigned to machine
i; i ¼ 1; . . .;m. Constraints: the total number of «single» reference jobs is d:
Xm

i¼1

xi ¼ d; xi � 0; xi are integers, i ¼ 1; . . .;m. Objective: minimize the maximum

protrusion (taking machines’ performances into account):

max
i

ki xi � eið Þf g ! min: ð5Þ

The problem is reduced to the mixed-integer programming problem

y ! min; ð6Þ

y� ki xi � eið Þ; i ¼ 1; . . .;m;
Xm

i¼1

xi ¼ d; xi � 0; are integers, i ¼ 1; . . .;m: ð7Þ

Mathematical model proposed in [10] allows to obtain the optimal makespan of
scheduling n independent single operation jobs on m uniform parallel machines. The
number of variables in this model is mnþ 1 and the number of constraints is mþ n. In
general case variable count in this model ismPþ 1, number of constraints ismþPwhile
in model (6)–(7) the number of variables is m and the number of constraints is mþ 1.
Work [11] proposes an algorithm to determine a lower bound of makespan when ana-
lyzing Problem 1 for the casewhen the uniform schedule cannot be obtained. The result of
applying this algorithm equals to the result that is based on the optimal solution of (6)–(7).

(b) Auxiliary Optimization Problem for Problem 2. This problem differs from (6)–
(7) in objective function (minimize the maximum reserve taking machines’ perfor-
mances into account):

min
i

ki xi � eið Þf g ! max: ð8Þ

(c) Auxiliary Optimization Problem for Problem 3. This problem differs from (6)–
(7) in objective function. In order to achieve maximal uniform loading of machines
(taking machines’ performances into account), it is required that:

max
i

ki ei � xið Þj jf g ! min: ð9Þ

(d) Second Sufficient Condition of Optimality. In the case when the uniform
schedule cannot be obtained, the second sufficient condition of optimality can be
determined for the problems.
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Problem 1. Let x�i , i ¼ 1; . . .;m, be an optimal solution to the corresponding auxiliary
optimization problem; S�i ¼ C� þ ki x�i � ei

� �
be the duration of processing the jobs on

machine i in the «perfect» schedule, S�max ¼ max
i

S�i . Hence, schedule r, where

max
i

SiðrÞ ¼S�max, is optimal.

Calculation results and optimal solution to the corresponding auxiliary optimization
problem 1 by criterion (5) for Example 1 are shown in Table 1. According to the results
of Table 1 S�max ¼ 35. The optimal solution to the auxiliary problem 1 for Example 1
allows us to get the contour of the perfect schedule, which is shown in Fig. 3a and b.
Since for schedule shown in Fig. 3b sufficient conditions of optimality are met, then it’s
the optimal solution of the Problem 1.

Problem 2. Let x�i , i ¼ 1; . . .;m, be an optimal solution to the corresponding auxiliary
optimization problem; S�i ¼ C� þ ki x�i � ei

� �
be the duration of processing the jobs on

machine i in the «perfect» schedule, S�min ¼ min
i

S�i . Hence, schedule r, where

min
i

Si rð Þ ¼ S�min, is optimal.

Table 1. The optimal solution to the auxiliary Problem 1 for Example 1.

Machine
1 2 3 4 5 6

c�i 34,4766 26,5204 22,9844 17,2382 14,9898 13,7906

c�i
� �

34 26 22 17 14 13

x�i 1 0 1 0 1 1
S�i 35 33,8 34,5 34 34,5 35

(a) The schedule from Fig. 1 and contour of the perfect schedule for the auxiliary 
Problem 1 (in red). 

(b) The optimal solution to the optimization Problem 1 for Example 1.

Fig. 3. Solution to the optimization Problem 1 for Example 1.
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Problem 3. Let x�i , i ¼ 1; . . .;m, be an optimal solution to the corresponding auxiliary
optimization problem; S�i ¼ C� þ ki x�i � ei

� �
be the duration of processing the jobs on

machine i in the perfect schedule, H ¼ max
i

ki x�i � ei
� ��� ��� �

. Hence, schedule r, where

max
i

SiðrÞ � C�j jf g ¼ H, is optimal.

Optimal solutions for auxiliary problems 2 (by criterion (8)) and 3 (by criterion (9))
for Example 1 are identical. This optimal solution and corresponding calculation results
are shown in Table 2.

According to the results in Table 2 S�min ¼ 34 and H = 0,623463671. The optimal
solution to the auxiliary problems 2 and 3 for Example 1 allows us to get the contour of
the perfect schedule, which is shown in Fig. 4a and b. Since for schedule shown in
Fig. 4b sufficient conditions of optimality are met, then it is the optimal solution of the
problems 2 and 3.

Table 2. The optimal solution to the auxiliary Problem 3 for Example 1.

Machine
1 2 3 4 5 6

x�i 0 1 1 0 1 1
S�i 34 35,1 34,5 34 34,5 35

(a) The schedule from Fig. 1 and contour of the perfect schedule for the auxiliary 
Problems 2 and 3 (in red). 

(b) The optimal solution to the optimization Problems 2 and 3  for Example 1. 

Fig. 4. The solution to the optimization Problems 2 and 3 for Example 1.
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5 Conclusions

In this work, an approach for solving three similar job scheduling problems on uniform
machines was discussed. This approach is based on determining the sufficient condi-
tions of schedule optimality according to the specified criteria.

To define these conditions, objective functions of analyzed problems were repre-
sented as functions of the theoretical minimal time, in which all the machines are able
to process all the jobs. Assuming, that the original set of jobs is represented as a set of
counterparts with unit processing durations, auxiliary optimization problems are
introduced. Objective of these problems is construction of so called contour of the
perfect schedule. The solutions of auxiliary problems were further used to determine
the sufficient conditions of schedule optimality.

There are many algorithms for solving the problems in question. The sufficient
conditions of schedule optimality defined in this paper can be incorporated in any of
these algorithms, thereby increasing their effectiveness.
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Abstract. An MPLS Traffic Engineering solution of multipath Fast ReRoute
with local and bandwidth protection is proposed. The novelty of the solution lies
in the fact that the optimization problem of load balancing during fast rerouting
is presented in the linear form provided the communication links bandwidth
protection. This solution practically reduces the computational complexity of
determining the routing variables responsible for the formation of the primary
and backup paths and provides a balanced load of communication links that
meet the requirements of the Traffic Engineering concept. The model provides
implementation of local (link, node) and bandwidth protection schemes for fast
rerouting with load balancing in telecommunication networks. The analysis of
the proposed model has confirmed its adequacy and efficiency in terms of
obtaining optimal solutions to ensure balanced load of network communication
links and the implementation of necessary schemes for network elements (link,
node, and bandwidth) protection.

Keywords: Routing � Flow-based model � MPLS � Traffic Engineering �
Fast ReRoute � Protection schemes

1 Introduction

Despite the constantly increasing reliability of modern communication equipment, the
problem of providing a certain level of resilience of telecommunication networks
(TCN) is rather relevant. The main global causes of TCN failures include massive
disasters, socio-political and economic factors, secondary failures, human factors
(human-operator errors), network security threats, environmental problems, etc. In
addition, among the main technological factors that lead to denial of service in the
network we should point out failures of physical level, faults and overload of network
equipment during its operation, errors in configuration and updating of terminal and
network software [1–6]. Therefore, nowadays the task associated with the construction
of the so-called resilient networks capable of providing a high level of Quality of
Service (QoS) and Quality of Resilience (QoR) is urgent [5, 6].
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Such a key process of the OSI (Open Systems Interconnection) network layer as
routing is of great importance when increasing the TCN resilience. Within the frame
work of standard routing solutions based on the periodic exchange of information on
the state of TCN between routers, the Routing Information Protocol (RIP) can calculate
a backup route that does not contain a failed network element within the period of 30 s.
The Interior Gateway Routing Protocol (IGRP) can calculate a backup route within the
period of 90 s. This does not take into account the fact that denial notifications in
modern IP-networks can spread incorrectly often causing the problem of increasing the
length of the route up to infinity (count-to-infinity problem), that is, to the looping of
packets [1–3, 7]. Therefore, within the framework of fault-tolerant routing it is assumed
that the backup route (routes) is simultaneously calculated with the primary one.
Moreover, the backup route should not overlap with the primary route on the element
of the network (router or communication link), which during fault-tolerant routing
should be protected. Implementing the fault-tolerant routing allows real-time (tens of
milliseconds) responding to a possible failure of network equipment, whereas in
conventional routing protocols, the response time is measured in tens of seconds.

2 Classification of Fault-Tolerant Routing Means
and Overview of Known Solutions

Currently the means of fault-tolerant routing can be classified according to the fol-
lowing criteria: the place of fault-tolerant routing implementation in the network; the
type of reservation scheme used; the type of supported protection scheme and support
of bandwidth protection (Fig. 1).

Fig. 1. Classification of fault-tolerant routing means.
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According to the multilayer architecture of Next Generation Networks (NGN),
fault-tolerant routing tasks can be solved both at the access layer and at the network
core layer. At the access layer, this task is reduced to the default gateway protection,
when the access networks are switched simultaneously to several edge routers, the
interfaces of which are configured by the corresponding protocol as the virtual default
gateway. In IP networks, such protocols include Hot Standby Router Protocol (HSRP);
Virtual Router Redundancy Protocol (VRRP); Gateway Load Balancing Protocol
(GLBP); Common Address Redundancy Protocol (CARP) [8, 9]. In order to increase
the availability of edge routers in the case of the failure of the primary gateway, the
protocol automatically switches traffic to the backup gateway. The results of the work
[8] are devoted to the problems of such solutions. They are also oriented to support the
load balancing by a set of interfaces of the virtual default gateway.

In the network core, the Fast IGP/BGP convergence and IP/MPLS Fast ReRoute [7]
technologies are among the key solutions for improving its resilience. The Fast
IGP/BGP convergence technology provides minimizing TCN response time for pos-
sible failures of its elements. This process is also referred to as network convergence or
synchronization process of routing tables after the change of topology. The Fast
ReRoute technology is used in IP/MPLS networks to protect the transport network
elements – the link, node, path, and bandwidth of the network as a whole when the
backup route is calculated together with the primary one in accordance with the
implemented protection scheme.

It should also be noted that IP/MPLS networks, like most solutions related to
increased network reliability, are based on the implementation of various reservation
schemes [5, 10]:

• Scheme 1+1, in which the flow is transmitted both over the primary and over the
backup route;

• Scheme 1:1 for each running route a backup path is created which should not
contain a problem element of the network (link or node) that usually forms the
primary path;

• Scheme 1:n, in which one backup path is created for n primary paths (facility
backup);

• Scheme m:n, in which m backup paths are created for n primary (working) paths.

Generally, by the type of supported protection scheme in the implementation of fault-
tolerant routing, for example, in the MPLS-FRR technology, local protection (link,
node), global protection (path), and segment protection (sequence of elements of the
network primary path) are distinguished [3, 5, 7]. The link protection scheme is the
simplest solution and it involves creating a backup route bypassing the emergency link.
When a failure occurs, the router virtually instantaneously switches the flow to the pre-
computed backup route. The traffic is transmitted by the backup route until the cal-
culation of the new primary route from the source to the destination is done. Solutions
on this scheme have been obtained in [11–15]. Moreover, in [11] there has been
proposed a nonlinear optimization link protection model for FRR while in [12],
advanced linear solutions for both single path and multipath routing strategies are
presented.
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The node protection scheme is used in the case of shutdown of the router (node
failure), caused, for example, by a power or overload failure. By analogy with the link
protection scheme, a backup path is created that does not contain a protected node. In
fact, the implementation of this scheme is to protect all links that are directly connected
to the protected node. Generalized linear solutions to the node protection scheme are
also presented in [12].

The path protection scheme in MPLS refers to global path recovery mechanisms.
Moreover, along with the calculation of the primary Label Switched Path (LSP), a
backup route, which does not include any element of the primary one, must also be
calculated. In addition, in the course of implementing the protection of the path, the
primary and backup routes contain shared source and destination nodes only. As soon
as the signal protocol detects a failure, the flows are switched to the backup LSP used
to calculate a new optimal path according to the control timer.

If there is a need to provide bandwidth protection, a necessary link resource is
required for the successful transmission of packets both over the primary and over the
backup route [8, 11–15]. The bandwidth protection scheme is implemented in the case
when there is no enough available backup path, but it is necessary to ensure that there is
a required bandwidth along this path. This is especially important for flows that are
sensitive to bandwidth, delay, and jitter. In the works [5], the linear optimization model
for the protection of the path is presented only for the case of the implementation of
single path routing. However, in [13], a linear solution was proposed to protect both the
route itself and its bandwidth for single path routing, while in [15] a bilinear path
protection model for multipath routing was provided.

Thus, the considered protocol solutions provide an increase in the network resi-
lience assuming the introduction of resource redundancy when, along with the deter-
mination of the primary path (PP) the backup path (BP) is simultaneously calculated in
accordance with the implemented protection scheme. In this regard, when solving the
tasks of the FRR, it is important to ensure the balanced use of the available network,
first of all, the link resource, so that the protection of the network element does not lead
to its overload and a significant decrease in QoS level. A large number of publications
[16–24] are devoted to the scientific and practical direction of the implementation of
the fast rerouting with load balancing in MPLS networks (MPLS Traffic Engineering
Fast ReRoute, MPLS TE FRR). However, this concept can also be used in other types
of networks and routing protocols [25–34].

Providing a consistent solution to the tasks of MPLS TE FRR usually leads to
increased computing complexity and reduced scalability of protocol solutions. It is
known that the efficiency of the protocol solution is largely determined by the adequacy
and quality of the mathematical model of the calculation lying in its basis. As shown by
the analysis [24], the order of FRR and TE is determined in the course of solving
optimization problems of different complexity levels. In this case, implementation of
the scheme of network bandwidth protection, as a rule, leads to the nonlinear formu-
lation of the optimization problem and the corresponding increase in the computational
complexity of the resulting solutions [8, 12, 14, 15]. In [13], an attempt was made to
obtain the solution of the problem of TE FRR with the protection of bandwidth based
on the introduction of a two-level hierarchy of calculations. However, optimization
tasks, which are solved at different hierarchical levels, could be formulated in a linear
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form only for the case of implementing a single path routing strategy. Therefore, the
scientific and practical task connected with the development of MPLS Traffic Engi-
neering solution of multipath Fast ReRoute with local and bandwidth protection based
on the adequate and effective linear optimization model supporting exactly the multi-
path routing strategy is relevant.

3 Flow-Based Fast ReRoute Model with Load Balancing
in TCN

Suppose the structure of TCN is described using the graph G ¼ ðR;EÞ, in which
R ¼ Ri; i ¼ 1;m

� �
is a set of network routers, and E ¼ Ei;j; i; j ¼ 1;m; i 6¼ j

� �
is a

set of communication links. Let us denote the subset of routers as
R�
i ¼ Rj : Ej;i 6¼ 0; j ¼ 1;m; i 6¼ j

� �
, which are adjacent to the router Ri. The number

of communication links in the network will be determined by n ¼ Ej j, and each of them
will be matched to its bandwidth ui;j.

In the framework of this model, each k th unicast flow is associated with a number
of functional characteristics: Sk is a source router; Dk is a destination router; kk is the
average intensity of the k th packet flow measured in packets per second (1/s). Assume
K is the set of packet flows that are transmitted over the network, then k 2 K.

The result of the solution to the problem of fast rerouting with load balancing in the
TCN is the calculation of two types of routing variables xki;j and �xki;j, each of which
characterizes the portion of the intensity of the k th flow in the communication link
Ei;j 2 E included into the primary or backup path, respectively.

In the case when single path routing is used in the network, the two types of routing
variables are superimposed with the constraints of the type

xki;j 2 0; 1f g and�xki;j 2 0; 1f g; ð1Þ

but for a multipath routing strategy –

0� xki;j � 1 and 0� �xki;j � 1: ð2Þ

To ensure the connectivity of the routes being calculated, the conditions for flow
conservation separately for routing variables of the primary path are introduced:

P
j:Ei;j2E

xki;j �
P

j:Ej;i2E
xkj;i ¼ 0; k 2 K; Ri 6¼ Sk;Dk;

P
j:Ei;j2E

xki;j �
P

j:Ej;i2E
xkj;i ¼ 1; k 2 K; Ri ¼ Sk;

P
j:Ei;j2E

xki;j �
P

j:Ej;i2E
xkj;i ¼ �1; k 2 K; Ri ¼ Dk;

8>>>><
>>>>:

ð3Þ

MPLS Traffic Engineering Solution of Multipath Fast ReRoute 117



www.manaraa.com

and for variables of the backup path [12–15]:

P
j:Ei;j2E

�xki;j �
P

j:Ej;i2E
�xkj;i ¼ 0; k 2 K; Ri 6¼ Sk;Dk;

P
j:Ei;j2E

�xki;j �
P

j:Ej;i2E
�xkj;i ¼ 1; k 2 K; Ri ¼ Sk;

P
j:Ei;j2E

�xki;j �
P

j:Ej;i2E
�xkj;i ¼ �1; k 2 K; Ri ¼ Dk:

8>>>><
>>>>:

ð4Þ

4 Conditions for Local and Bandwidth Protection for Fast
Rerouting with Load Balancing in TCN

As shown by the analysis [11, 12, 14, 15], in the process of fast rerouting, several basic
schemes for protecting network elements: the node, link, path, and bandwidth can be
supported. In [12, 14], the conditions have been obtained in an analytical form for
supporting the mentioned protection schemes as elements of the corresponding
mathematical models.

In [14], it is suggested that when implementing the link Ei;j 2 E protection scheme,
the routing variables �xki;j that define the backup path are supposed to have additional
constraints imposed, similar to (1). In this case, when implementing the single path
routing strategy, the following constraint is applied:

�xki;j 2 0; dki;j
n o

; ð5Þ

whereas under multipath routing

0��xki;j � dki;j; ð6Þ

where

dki;j ¼
0; under Ei;j link protection;
1; otherwise:

�
ð7Þ

Fulfilment of the conditions (5)–(7) ensures that the protected link Ei;j 2 E will not be
used by the backup path in single path routing. The conditions (5)–(7) are linear in
contrast to the nonlinear solutions proposed in [11]. This reduces the computational
complexity of obtaining final protocol solutions.

In the realization of the node Ri 2 R protection scheme, the conditions (5)–(7) are
generalized to protect the set of communication links incident to the protected node
[12, 14]. Then, in the case of using the single path strategy, a system of conditions is
introduced:

�xki;j 2 0; dki;j
n o

atRj 2 R�
i ; j ¼ 1;m; ð8Þ
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but for the multipath case –

0��xki;j � dki;j atRj 2 R�
i ; j ¼ 1;m; ð9Þ

where the choice of values dki;j is subject to the condition (7).
Thus, the fulfilment of the conditions (8) and (9) guarantees the protection of the

node Ri 2 R by prohibiting the use of the backup path of all links that flow from the
given node. Since only the transit routers are protected, the prohibition on using the
outgoing links in accordance with the conditions (4) prevents the inclusion of a backup
path and incoming links for the node Ri, which ultimately promotes the protection of
the node as a whole. It should be noted that the conditions for the protection of
predetermined nodes and network links are usually linear, and their inclusion does not
critically affect the complexity of the calculation of routing variables xki;j and �x

k
i;j that are

responsible for the formation of a set of primary and backup paths.
Network bandwidth protection conditions, which are represented by the conditions

for preventing overloading of communication links during the implementation of fast
rerouting when some flows can switch to backup routes, have the form:

1
2

X
k2K

kkmax xki;j; �x
k
i;j

h i
�ui;j; Ei;j 2 E: ð10Þ

The conditions (10) presented in [8] are proposed to be used in the following form

1
2

X
k2K

kk xki;j þ�xki;j þ xki;j � �xki;j

��� ���h i
�ui;j; Ei;j 2 E: ð11Þ

However, the conditions for network bandwidth protection (10) and (11) are nonlinear
and this adversely affects the computational complexity of the corresponding protocol
solutions. In [13], due to the introduction of the two-level hierarchy of calculations in
accordance with the interaction prediction principle of the theory of hierarchical
multilevel systems, these conditions were obtained in a linear form, but only for the
case of the single path routing implementation. Therefore, in this paper, in order to
provide a linear form of the conditions for the protection of network bandwidth in the
implementation of both single path and multipath routing, it is proposed to introduce
the following modified conditions for preventing overload in order to ensure load
balancing in the network:

X
k2K

kkuki;j � aui;j; Ei;j 2 E ð12Þ

at

xki;j � uki;j and�x
k
i;j � uki;j; ð13Þ
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where uki;j are also control variables

0� uki;j � 1 ð14Þ

and represent the upper bound (UB) of the values of the routing variables for the
primary and backup paths, whereas a represents an additional control variable that
determines the upper bound of the network communication links load and meets the
following conditions

0� a� 1: ð15Þ

The optimality criterion for the solutions of the MPLS TE FRR problems, in analogy to
the results obtained in the papers [18–20], will be the minimum of the bound intro-
duced in (12), that is,

min
x;�x;a

a: ð16Þ

Thus, the solution of the initial technological problem of fast rerouting with load
balancing in telecommunication networks with the link, node, and bandwidth protec-
tion was reduced to solving the optimization problem of linear programming with
criterion (16) under constraints (1)–(6), (8), (9), (12)–(15).

5 Investigation of the Proposed MPLS Traffic Engineering
Solution of Multipath Fast ReRoute with Local
and Bandwidth Protection

An analysis of the proposed model of fast rerouting with load balancing in the TCN
was performed on a set of network configurations for a different number of flows and
their characteristics. The features of the model TE FRR will be shown on the numerical
example. The structure of the investigated network is shown in Fig. 2, and in the gaps
of the network communication links, their bandwidth is indicated.

Let the network provide a solution to the problem of the fast rerouting of two flows.
In this case, the packets of the first flow were transmitted from the node R1 to the node
R16. Packets of the second flow were transmitted from R5 to R12. Assume that the
intensity of these flows varied in the following limits: k1 ¼ 10� 400 1/s and k2 ¼
10� 400 1/s. Let us consider how the upper bound of the network links utilization (15)
behaves depending on the implemented scheme of protection of the link, node and
bandwidth. Depending on the network utilization, determined by the values k1 and k2,
the gain of the multipath solution with respect to the single path solution by criterion
(16) varied. Table 1 shows the minimum and maximum values of this gain when
protecting each of the network link separately. Thus, with the protection of commu-
nication links, the use of the model (1)–(16) makes it possible to improve the criterion
(16) in general from 37.12% to 59.41%. For clarity, Fig. 3 shows the dependence of the
upper bound of the communication links utilization on the values of the intensity of
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flows, if, for example, the link E8;11 protection scheme for multipath (Fig. 3a) or single
path (Fig. 3b) is implemented.

Table 2 shows the minimum and maximum values of the gain on the criterion (16)
values when implementing multipath routing compared with the use of single path
routing but for the protection of each network node separately in dependence on the
varying intensities k1 ¼ 10� 400 1/s and k2 ¼ 10� 400 1/s.

Fig. 2. The structure of the investigated model.

Table 1. Minimum and maximum values of gain for the criterion (16) values for multipath
routing compared to single path routing with protection of each of the network link separately.

Protected
link

Gain, % Protected
link

Gain, %
Min Max Min Max

E1,2 28.57 58.33 E7,10 41.18 58.33
E2,3 28.57 61.54 E8,11 44.44 61.54
E1,4 37.5 58.33 E9,12 16.67 60.55
E2,5 47.37 58.33 E10,11 41.18 58.33
E3,6 44.44 61.54 E11,12 23.08 58.33
E5,4 37.5 61.54 E3,13 47.37 61.54
E5,6 37.5 61.54 E13,14 47.37 61.54
E4,7 23.08 37.05 E6,14 47.37 61.54
E5,8 40.17 61.54 E14,15 47.37 61.54
E6,9 44.44 61.54 E9,15 47.37 61.54
E7,8 44.44 61.54 E15,16 16.67 58.33
E8,9 28.57 61.54 E12,16 28.57 58.33
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Thus, with the protection of network nodes, the use of model (1)–(16) allows
improving the criterion (16) on average from 31.5% to 56.3%. Figure 4, for example,
shows that the implementation of multipath routing with node R9 protection allows
improving the value of the criterion (16) from 16.67% to 60.55% compared to single
path routing.

а) under multipath routing                                b) under single path routing

Fig. 3. Dependence of the upper bound of network links utilization on the values of flows
intensity under realization of the link E8,11 protection scheme.

Table 2. Minimum and maximum values of the gain on the criterion (16) values when
implementing multipath routing compared with the use of single path routing for the protection of
each network node separately.

Protected
node

Gain, % Protected
node

Gain, %
Min Max Min Max

R2 28.57 58.33 R9 16.67 60.55
R3 28.57 61.54 R10 41.18 58.33
R4 23.08 37.5 R11 41.18 58.33
R6 33.33 61.54 R13 47.37 61.54
R7 23.08 37.5 R14 47.37 61.54
R8 30.97 60.55 R15 16.67 58.33

Fig. 4. Gain on the criterion (16) from the implementation of multipath routing in comparison
with the use of single path routing (node protection R9).
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6 Conclusions

An MPLS Traffic Engineering solution and corresponding mathematical model of
multipath Fast ReRoute with local and bandwidth protection in telecommunication
networks presented by the expressions (1)–(9) and (12)–(16) has been proposed. The
novelty of the proposed model is that a consistent solution to problems with TE and
FRR with the protection of the link, node and bandwidth is provided during the
solution of the linear optimization problem. The optimality criterion has been repre-
sented by the minimum of the upper bound for the utilization of the network com-
munication links (15), (16) of the flows, which are transmitted both over the primary
and over the backup paths. The transition from the nonlinear conditions of bandwidth
protection (10), (11) to the linear analogue (12) has been achieved by some extension
of the number of calculated variables (13) and (14), which define the upper bound for
routing variables of the primary and backup paths. This approach focuses on reducing
the computational complexity when calculating the routing variables responsible for
the formation of the primary and backup paths, and ensures balanced loading of the
communication links in accordance with the requirements of the Traffic Engineering
concept.

The results of the analysis of the proposed model on a number of numerical
examples have confirmed its adequacy and the possibility of obtaining optimal solu-
tions to the problem of fast rerouting with load balancing in telecommunication net-
works in realizing various protection schemes of network elements (link, node) and
bandwidth.

It has been shown that the implementation of the multipath routing strategy at
TE FRR allowed decreasing the upper bound of communication links utilization on
average from 37.12% to 59.41% for the link protection and from 31.5% to 56.3% for
the node protection, which positively influenced the level of quality of service in the
network as a whole.

It should be noted that the proposed solution can be used practically in deploying
the so-called Hybrid WAN when using both MPLS and SD-WAN (Software-Defined
Wide Area Networking) technologies together. At the same time, a reliable MPLS
network is used to transmit traffic of the mission-critical and real-time applications that
are sensitive to latency, jitter and packet loss. Whereas, SD-WAN facilities are used for
the transmission of WAN applications traffic, the advantages of which include
increased bandwidth and performance, allowing to utilize multiple, high-bandwidth,
inexpensive Internet connections, simultaneously.
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Abstract. The article covers the issue of visualization of the evaluation results by
experts of various types of complex systems. The peculiarities of expert evaluation
system “smartness sociopolis” are analyzed, namely, in such settlements are the
main place of residence of the majority of humanity on the planet and the basic
methods of visualization of expert assessments. The advantages of presenting the
results of expert evaluation with the help of data visualization tools in comparison
with text or tabular are noted. The radar charts have been selected as one of the
tools for visualizing the evaluation results, which provide an opportunity to pre-
sent peculiarities of the use of various criteria, to distinguish more weighty criteria
and to take into account the opinion of each expert. The article proposes a
mathematical model for evaluating of “smartness of sociopolis”.

Keywords: Smart sociopolis � Smart cities � Visualization � Charts �
Radar chart � Experts � Expert evaluations

1 Introduction

The city is the main place of residence of people on the planet. Cities every year
increase their area, increasing the number of people in cities, less territory on the earth’s
surface remains without the influence of cities. All this calls for the updating of
management tools for cities or territorial entities. The population and powers seek to
receive a prestigious status for their settlement – “smart city”. To achieve this status,
settlements must achieve unprecedented success in various areas of the city’s life, for
example: economics, education, transport, public transport, medicine, ecology, the
social sector and the involvement of information technology in the city’s life. These
areas become the criteria for estimation the smartness of sociopolises.

2 Related Work Section

In order to develop these industries, to create projects and develop sociopolises to the
“smart” status, it is necessary to involve a large amount of data, money, time and
people who are scientists, experts from different fields, residents, and, of course,
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government officials. These people will form expert groups on each of the issues, on
each project and direction of sociopolis development, they will hold a systematic
analysis of the current state of affairs, investigate how sociopolis has historically
developed, identify problems in different spheres, offer solutions to these problems,
formulate recommendations and create projects for further development. It takes into
account the importance of organically and harmoniously integration of different sys-
tems to create a “smart city” [1, 2].

To accomplish this series of tasks, experts need to submit information in a clear and
easy-to-understand manner, and the latest information technology for presenting of
information – visualization is well-applied for this purpose. Today, under visualization
the interactive study of the visual representation of abstract data to enhance human
knowledge is meant [3]. Such data contains text, numbers, graphic image. Data visu-
alization provides information and data in the form of graphical presentation, thanks to
which all the necessary information can be presented in a concise, easy-to-understand
image. In this paper, the authors tried to develop their own method of visualization of
data, obtained as a result of expert evaluation of the smartness of sociopolises not only
by different criteria, but also taking into account the weight of each as a criterion and
the weight of the opinion of each of the experts in the expert group. This will allow us
to qualitatively and comprehensively evaluate the state of the city. Today, expert
evaluation is one of the most common methods of obtaining and analyzing information,
and plays an important role among the methods of statistical data analysis. Among the
variety of methods of data statistical analysis for the evaluation of the obtained results,
the expert evaluation methods take an important place. Nowadays, expert evaluation is
the most widespread way of obtaining and analyzing qualitative information. The
selection of experts among the possible candidates is an extremely important step,
because they are responsible for evaluating the modern state of the city and they will
create new projects for the development of the necessary industries in the city. Possible
candidates for experts can be representatives of local authorities, academicians, local
specialists in certain spheres, and the community as a whole [4–7], since the com-
munity of the city can best reflect today’s problems, identify the most urgent ones that
require urgent solutions both in short and long term. The expert is a highly skilled
specialist in a certain field of activity who operates with the technologies of conducting
expert evaluations and appropriate regulatory framework [8, 9]. Each expert who takes
part in the evaluation of the smartness of the sociopolis, despite the weight of his
opinion in comparison with other experts, must have the necessary knowledge about a
certain sociopolis [10, 11], must be experienced, have knowledge in a particular subject
area. If these conditions are not met, experts’ valuation may be false, which will lead to
significant losses both material and temporal.

3 Expert Evaluations of the Smartness of Sociopolises

In order to reduce the risk of making such decisions, it is necessary to use information
processing technologies, namely, visualization of the results in such way that the expert
or business analysts in the future could conveniently and quickly perceive information,
effectively analyze it and predict the next steps, including possible negative
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consequences of these steps. Available methods of data processing automation allow
business analysts to formalize qualitative and quantitative evaluations from experts and
comprehensively evaluate the smartness of the sociopolis. During the survey, the expert
is the main person who should have access to all available information related to the
study.

For the role of the expert a person who is competent, has a high degree of analytical
and broad thinking is elected. In general, there are two methods for selecting experts:
subjective and objective. The objective includes documentary and experimental, while
the subjective is self-estimation and mutual evaluation of candidates.

The expert evaluation is a versatile tool used in a variety of situations. This method
is simple enough and does not require specific requirements from the initial information
and its presentation. In this research, we partially use one of the methods of expert
evaluation, namely the Delphi method, its purpose is to analyze the results of the expert
survey. This method consists of the following steps:

• Experts evaluation;
• Summarizing expert estimations for each criterion;
• Determining the relative importance of each criterion by the importance coefficient;
• Calculation of the coefficient of unanimity of expert estimations according to expert

rating estimations;
• An estimation of the experts unanimity using the Pearson criterion.

Taking into account the peculiarities of this task and based on the general Delphi
method, the authors determined that the method of expert evaluation would be as
follows:

• The expert estimation process begins with criteria of competence definition and
selection of experts;

• The next step is to rank the experts and evaluate the coherence of the ranking
results;

• After that, the “weight” of experts’ opinions is calculated. The most experienced
expert is the one whose sum of ranks will be the smallest;

• Next, a list of factors influencing the evaluation is compiled and their ranking is
conducted.

• After that, the determination of total factor ranking, the choice of the most signif-
icant factor and evaluation of the coherence of the factor ranking using the Pearson
criterion is conducted.

• And the last step is to visualize the result of expert evaluation of the smartness of
sociopolis.

If the consistency score is unsatisfactory, then the process will have to be repeated
again.

Therefore, the proposed algorithm is generally similar to the well-known Delphi
method, or even its subspecies. But, it has features, such as: visualization of the results
in the form of a radar chart. The steps to visualize the results of the evaluation of
smartness start with the first evaluations of the criteria of experts. The visualization of
evaluation is used for more convenience of the experts activity and more visual results
[12–14]. One of these methods is a radar chart, also called a polar chart, a web chart, an
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irregular polygon, a spider chart or a stellar chart. Such presentation of information can
be used to maximize the convenience of its understanding not only by experts but also
by ordinary citizens, residents of sociopolis, for whom it is easier and more convenient
to understand the graphic image than to delve into essence of dry figures. Also, the
information in this form is more likely to be perceived, an accessible and under-
standable form is given to any object, subject or process in expert estimations.

Thus, visualization is a process of constructing a graphical data image. It helps in
general data analysis to see the structure of the project, possible anomalies and rela-
tionships between objects in the structure [15].

The authors of this work have developed a methodology for selecting experts and
methods for evaluating complex characteristics of sociopolis on the basis of the Delphi
method and consider that the method of visualization quantitatively and qualitatively
represents a complex set of values. In this case, the polygon chart, which is constructed
in a polar coordinate system is used. Today, the theme of developing a methodology
for visual representation of expert assessments of intelligent sociopolis remains rele-
vant, especially in the form of radar charts. The subject of the research is the methods
of visualization of the information obtained as a result of the processing of expert
evaluations of the smartness of the sociopolis on various criteria in such a way that it is
convenient and quick to perceive information and analyze it effectively.

The object of the paper is an expert evaluation of the smartness of the sociopolis.
The purpose of the paper is to develop a method of visualization of information

obtained as a result of an expert evaluation of the smartness of sociopolis on various
criteria using radar charts.

To achieve the goal you must accomplish the following tasks:

• To substantiate why expert assessments should be submitted in the form of a radar
chart, which enables to display the result of the evaluation in the image and other
necessary information;

• To propose the criteria for evaluation the wisdom of sociopolis their weighting
factors for each expert, which will provide a reliable representation of the current
situation, a correct understanding of the nature of the problem and the exact
characteristics of its components;

• To determine the comprehensive characteristics of the wisdom of sociopolis both
for each expert individually and for the general opinion of all experts, this evalu-
ation will enable business analysts to calculate and analyze the results of the
evaluation.

• To formulate conclusions derived from the evaluation results and provide recom-
mendations on the use of the developed method of visualization of information.

• Applying expert estimates in the form of a polar chart.

The evaluation criteria are proposed in our previous studies. The city evaluation by
a set of criteria and a method for obtaining quantitative estimates, based on the theory
of fuzzy logic is presented in [16].

Various studies [17–19] show that a business analyst has a higher productivity of
17%, if using the information provided by the visual method.

Many scholars [20, 21] believe that due to the presentation of information, a person
can remember such details, which in the text would not attract attention even by a
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careful reader who is thinking of reading and analyzing it. If the information comes
from experts to the analyst or community of the sociopolis not only in the form of a text
set about the state of things and further development, but with the corresponding
drawings, schemes and other visual effects, then such information is undoubtedly
perceptible by people much quicker and much easier and, as a result, a little more. In
recent years, there has been tremendous change in the field of visual information, with
such indicators as quality, volume and quantity.

The radar chart is a graphical representation of abstract data, in our case, this data is
a result of the evaluation of the experts of the sociopolitical smartness, this chart is two-
dimensional, with at least three variables (vectors) that are the criteria for which the
evaluation is performed. These variables reflect the axes that have a common begin-
ning. In the world, there are several options for naming radar charts: a web chart, a
spider chart, a star chart, a web graph, an incorrect polygon, or a polar chart.

The result of the evaluation of experts will be presented in the form of vectors of
the polar coordinate system, which form a polar chart. Each vector has indicators such
as the angle of inclination and length. Figure 1 shows an example of a radar chart for
calculating the smartness of a sociopolis for eighteen equally important criteria. In this
case, the angle between the vectors is calculated by the following formula:

b ¼ 2p=N

where N – number of criteria.
The length of each vector is equal to the quantitative score of the corresponding

criterion. Ideally, the length of each vector should be equal to 100% (in this case, in
Fig. 1, it should be equal to 1). Usually, the real length of each vector is less than 100%
or 1, which corresponds to the real situation that has developed in the sociopoly for
each of the criteria. The angle between the vectors characterizes the magnitude of the
impact of the corresponding criterion on the outcome of experts’ evaluation of the
smartness of the sociopoly, since the larger the angle between the vectors, the greater
the sector occupies this criterion, hence the overall share of the result of the evaluation
depends on the indicators of this criterion. That is why it is important to first valuation
the impact of each of the criteria for evaluation the wisdom of sociopolises and then
evaluate the significance of these criteria. If certain criteria have a different effect on the
general picture of the smartness of the sociopolis, the angles between the vectors will
be different and can be defined as follows

~b ¼ b1 ¼ 2pwj=
XN

i¼1
wi; j ¼ 1;N

n o
ð1Þ

Where �W ¼ wi; j ¼ 1;N
� �

is weight coefficient of the j-th criterion for estimating
the smartness of the sociopolis, which corresponds to the evaluation of a particular
expert.
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If we depict each criterion in the form of a vector in a polar coordinate system and
combine the points of their vertices, then we obtain the wrong polygon (in polygon
1; 2; 3; 4; . . .; 17; 18). The area of which is quantitatively and visually complex char-
acterizes the evaluation of the smartness of the sociopolis for all characteristics
simultaneously. The areas of individual polygons will characterize the wisdom of the
sociopolis on certain particular characteristics. With the help of the form of this
polygon we have the opportunity to visually obtain a qualitative characteristic of
smartness for all the criteria at a time, and the form of the sector polygon - according to
the corresponding criterion. The difference between the total area of the circle and the
area of the polygon will be the proportion that still needs to be achieved at the moment
to obtain the status of “reasonable sociopoly”. If we divide the area of the polygon into
sectors, then we will get evaluation of smartness only by a certain criterion, this
estimate is more clearly depicted in Fig. 2.

In order that this method of visualization of the estimation of the smartness of the
sociopolis is legitimate it is necessary that certain conditions be fulfilled, namely:

• The number of criteria must be at least three.
• The initial criterion must be on the positive axis of the ordinate.
• The area of the polar sector with its lateral rays, which are at an angle a must be

divided in half by the vector-criterion.

Fig. 1. Submission of the smartness of the sociopolis in the form of a radar chart.
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4 Algorithm for Calculating the Area of a Polygon

To find the area of the polygon, first of all you need to find the area of polygons for
each criterion. To determine the area To find the area of each of the polygons we use an
algorithm for calculation. First of all, we give the corresponding calculation scheme
(Fig. 2), on which the coordinates of the points 1′ and 6′ remain unknown. A point T is
formed due to the intersection of the segment [2, 1] with the lateral beam [0, 1′] of the
polar sector. Here, the segment [2, 1] is a side of the irregular polygon 1; 2; . . .; 6
constructed in the Cartesian coordinate system, and the ray [0, 1′] is at an angle a1/2 to
the ray [0, 6′] in polar coordinate system. Now we find the coordinates of the point T
with the following algorithm.

So, from Fig. 2 it can be seen that the segment [2, 1] can be specified by the
coordinates of two points - vertices of the vectors q2 and q1, namely 2 (x1, y1) and
1 (x2, y2). To find the analytic expression of this segment, we use linear interpolation.
Expression of interpolation Its expression is described by an algebraic binomial
f(x) = ax + b, which is given by two ends of the segment [2, 1]. Geometrically this

Fig. 2. Divide the polygon into sectors according to certain criteria
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means replacing the graph of the function f(x) with a straight line passing through
points 2 (x1, y1) and 1 (x2, y2). The equation of this line will have the following form:

y� y1
y2 � y1

¼ x� x1
x2 � x1

ð2Þ

From here we obtain the formula of linear interpolation:

y ¼ y1 þ y2 � y1
x2 � x1

� x� x1ð Þ; ð3Þ

With the aid of interpolation, we can find the values of the abscissas of the point T.
To find the value of the abscissa of the point T, use the following formula:

y ¼ y0 þ x� x0ð Þ sin a1=2 ð4Þ

Where x0 and y0 these are the calculated coordinates of the center of the polar
coordinate system. Equating the expressions (3) and (4) we obtain

y1 þ y2 � y1
x2 � x1

� x� x1ð Þ ¼ y0 þ x� x0ð Þ sin a1
2

ð5Þ

Find the value of this expression x

x ¼ y0 � y1 þAx1 � x0 sin a1
2

A� sin a1
2

; whereA ¼ y2 � y1
x2 � x1

ð6Þ

Using formula (6), you can calculate the ordinates of the point T, after which the
value of the abscissa of the point T can be calculated using formulas (3) or (4).

By this principle, we find the value of the point 6’. Now, having the coordinates of
all points of a sector polygon, we can calculate the area of this polygon, for this we use
the following formula:

s1 ¼ 1
2

X4

i¼1
yixiþ 1 � xiyiþ 1j j ð7Þ

Where yi; xi are coordinates of vertices of a sector polygon. Also, we calculate the
total area of the sector (c1) by the formula

c1 ¼ pr2a1=2 ð8Þ

To find the coordinates of all points of a polygon, we need to generalize the above
expressions (3), (4) and (6) and obtain the following system of mathematical equations:
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Aj ¼ yj�yjþ 1

xj�xjþ 1
; j ¼ 1;N

xTj ¼ y0�yjþ 1 þAjxjþ 1�x0 sin
aj
2

Aj�sin
aj
2

; j ¼ 1;N

yTj ¼
yjþ 1 þAj xTj � xjþ 1

� �
y0 þ xTj � x0

� �
sin aj

2

8<: ; j ¼ 1;N

8>>>>>><>>>>>>:
ð9Þ

Consequently, an algorithm for calculating the area of sector polygons is devel-
oped, by means of which one can calculate and visually estimate the smartness of the
sociopolis according to the corresponding criteria. Also, this algorithm allows us to
evaluate the state of each of the criteria we currently have for experts, as well as which
sectors need to be further developed to achieve the “smart city” status.

In order to accurately and correctly estimate the smartness of the sociopolis, it is
first necessary to select an expert group that will choose the criteria for which the
evaluation will be conducted. Experts and criteria also need to give weight ratios,
because some factors are more important and influential on the overall result, and these
ranks will be made by the experts themselves. But experts may also have different
levels of competence in different fields of activity, for example, in evaluation the
smartness of the sociopolis, which may be representatives of government, academics,
experts from certain industries and the community. And in each of these people
qualifications are different, generalized by all the respondents who participate in the
assessment of the smartness of the sociopolis, will be called experts. Taking into
account the above, each expert is provided with certain weight coefficients, the values
of which will indicate their awareness in a particular subject area [11].

Typically, the results of the survey from each expert are stored in the database.
Obtaining of the results of the evaluation takes place in the form of a survey using a
ranged scale for each of the criteria. Depending on the qualifications of the expert, each
of them will also have different values of the weighting factors.

We introduce a set of weight coefficients for the criteria for assessing the smartness
of a sociopolis, which is provided for each expert:

~~W ¼ eWi ¼ wi;k ¼ 0ð1ÞM½ �; k ¼ 1;K
� �

; i ¼ 1;M
� �

; ð10Þ

Where wi;k is weight coefficient i-th criterion for estimating the smartness of
sociopolis, which is provided to the k-th expert, 0 1ð ÞM is range of values of grades
from 0 to M, step - 1. K - number of experts and M - number of criteria. In this case
there will be 10 experts and 6 criteria.

Table 1 shows the criteria for evaluating, selected 10 experts from different fields
and their valuations.

In Table 1, the average value of weight coefficients for the i-th criterion for eval-
uation the smartness of the sociopolys can be defined as follows:

eWc ¼ wc
i ¼

1
K

XK

k¼1
wi;k; i ¼ 1;M

� �
; ð11Þ
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For each individual expert involved in the evaluation procedure, the set of quotes
should be stored in the database. Also in the database are signs of the role of experts
and the factors of their importance. The initial values of the weighting factors of
experts, as a rule, are taken empirically, based on their qualifications. Table 2 shows
the selection of 10 experts and calculates the weight of each expert’s opinion. The
criteria for competence were credibility and trust in experts among locals, position in
local society, professionalism and education in the situation.PKR

j¼1
yij is the sum of ranks obtained by the i-th expert in KR rankings (KR number of

criteria). The smaller the number in the resulting rank, the more important the expert,
and more must listen to his thoughts. The most experienced expert is 3 expert (in fact
he has the smallest sum of ranks) and the “weakest” 6. d is the weight of the opinion of
each expert. Their thoughts are given weights d3 = 2 and d6 = 1 accordingly.

This is done to calculate the weight of each expert’s opinion. To do this, we need to
determine the coefficients a and c. We can identify them with the help d3 and d6. The
calculation of a and c is performed by solving the following equation:

d1 ¼ aþ c
XKR

j¼1
yij ð12Þ

To determine the coefficients a and c, we need to solve a system of equations

2 ¼ aþ c6
1 ¼ aþ c24; 5

�
Thus, the method of selecting experts and evaluating their competence and

weighing the opinions of each expert is proposed. The criteria for evaluation the
smartness of sociopolis, their weighting factors for all experts, which will provide a

Table 1. Evaluation criteria, weight factors and expert valuations.

Criteria for
evaluation

Smart
economics

Smart
people

Smart
leadership

Smart
environment

Smart
life

Smart
mobility

Average score/total
weight of the
coefficient

Expert
ratings/weight
factors

4/8 5/7 8/10 8/6 5/8 3/9 5.5/48

5/7 5/8 4/8 8/8 7/9 5/9 5.6/49
5/9 4/10 7/9 7/6 6/6 4/10 5.5/50
4/8 5/10 4/6 7/10 5/6 5/8 5/48

4/9 6/9 6/10 8/10 7/5 3/7 5.6/50
5/10 6/7 7/10 8/9 6/8 6/10 6.3/54

3/8 5/10 5/7 8/7 4/6 7/9 5.3/47
4/7 4/7 3/10 6/9 5/7 6/6 4.6/46
5/8 5/9 7/8 5/9 3/8 5/5 5/47

7/8 7/6 6/9 6/9 6/9 3/7 5.8/48
Average
weight of
coefficients

8.2 8.3 8.7 8.3 7.2 8.0 8.1
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reliable representation of the existing state of the sociopoly, have been selected. To
determine the comprehensive indicator of the smartness of the sociopolis, we use the
whole set of valuations of the experts of the evaluation participants, taking into account
the weight of the thoughts of each of them. We introduce a set of estimates of the
smartness of sociopolis, which can be put forward by any expert according to a certain
criterion for its evaluation, namely.

~U ¼ ui ¼ 0 1ð Þ10½ �; i ¼ 1;M
� � ð13Þ

Where is an estimation of the smartness of a sociopolis provided by an expert on
the i-th criterion of its evaluation. Each individual evaluation by the relevant criterion
provided by any expert belongs to this plurality:

~~X ¼ ~Xi ¼ xi;k � ui; k ¼ 1;K
� �

; i ¼ 1;M
� �

; ð14Þ

Where xi;k is an estimation of the smartness of the sociopolis on the i-th criterion of
its evaluation, which is provided by the k-th expert. For each expert we introduce such
a concept as a comprehensive expert indicator of the smartness of a sociopolis on the
relevant criterion for its evaluation, which can be calculated using the following
formula:

~~G ¼ ~Gi ¼ gi;k ¼ xi;kwi;kdk ¼ 1;K
� �

; i ¼ 1;M
� �

; ð15Þ

Where gi;k is a comprehensive expert intelligence indicator on the i-th criterion for
its evaluation, which refers to the expert, taking into account the weight of the criterion
and weight of the expert’s opinion. For a generalized expert, the so-called complex
expert indicator of the smartness of a sociopolis based on the relevant criterion for its
estimation is calculated by the following formula

~~G ¼ ~Gi ¼ gi;kþ 1 ¼
PK

j¼1 xi;jwi;jdjPK
j¼1 dj

; k ¼ 1;K

( )
; i ¼ 1;M

( )
; ð16Þ

Table 2. Criteria for experts’ competence and the weight of each expert’s opinion

Competency criterion Expert’s number
1 2 3 4 5 6 7 8 9 10

Authoritativeness 7,5 10 1 6 5 7,5 2 3 9 4
Position 4 2 2 8 5 10 2 6 7
Education 10 6 3 8 2 7 5 5 6 4PKR
j¼1

yij
21,5 18 6 22 12 24,5 9 15 20 14

Resulting rank 8 6 1 9 3 10 2 5 7 4
d 1,16 1,35 2 1,14 1,68 1 1,84 1,51 1,24 1,57
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Where gi;kþ 1 is a complex expert indicator of the smartness of the sociopolis on the
i-th criterion of its evaluation, which concerns the generalized (K + 1) expert. If we
consider that the estimation of expert’s smartness (xi;k) during the survey put on the 10-
point scale, the weight factor of the evaluation criterion wi;k is also determined by the
10-point scale, and the weight factor of the expert dk is dimensionless value from 1 to
2, then a complex expert indicator of the smartness of the sociopolis (gi;k) will have a
value from 0 to 100. To calculate the complex outcome, we use the following formula
for each expert:

~D ¼ dk ¼ dj
XM

i¼1
xi;kwi;k=

XM

i¼1
wi;k; k ¼ 1;K

n o
; ð17Þ

And an integrated generalized indicator for all experts in general will be calculated
using the following formula

dy ¼
XK

k¼1
dk
.XK

k¼1
dj ð18Þ

Table 3 presents the results of calculating the complex indicators of smartness of
the sociopolys and their mean values taking into account the weighting factors of the
evaluation criteria, as well as the importance of the opinion of each expert, both
individually and in general.

Table 3. Results of calculation of complex indicators of smartness of sociopolis and their
averaged values.

Criteria for
evaluation

Experts’ indicators Average values
1 2 3 4 5 6 7 8 9 10 Rate Evaluation

Smart economics 32 35 45 32 36 50 24 28 40 56 37,8 4,6
Smart people 35 40 40 50 54 42 50 28 45 42 42,6 5,2
Smart leadership 80 32 63 24 60 70 35 30 56 54 50,4 5,7
Smart environment 48 64 42 70 80 72 56 54 45 54 58,5 7,1
Smart life 40 63 36 30 35 48 24 35 24 54 38,9 5,4
Smart mobility 27 45 40 40 21 60 63 36 25 21 37,8 4,7
Average experts’
evaluations

5,5 5,6 5,5 5 5,6 6,3 5,3 4,6 5 5,8 5,42 5,5

Estimates of
experts taking into
account their
importance

6,38 7,56 11 5,7 9,41 6,3 9,75 6,95 6,2 9,11 7,85 7,97
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5 Algorithm for Calculating the Area of the Wrong Polygon

Complex expert indicators of the smartness of the sociopolis will be presented in the
form of vectors of the polar coordinate system, which should form a radar chart for
each expert in particular and the generalized opinion of experts in general. Each such
vector is characterized by the length and angle, respectively, of the preceding vector.
As noted above, the length of the vector in any case should correspond to the quan-
titative meaning of the integrated index of smartness of the sociopolis by the corre-
sponding criterion.

To find the coordinates of the vertices of the irregular polygon 1; 2; . . .; 6 (see
Fig. 2) we use the following calculation algorithm. In the case of unequal influence of
the criteria on the smartness of the sociopolys (see formula (1)), the angles between the
corresponding vectors taking into account (10) can be determined by the following
formula:

fBk ¼ bi;k ¼ 2pwi;k=
XM

j¼1
wj;k; i ¼ 1;M

n o
; k ¼ 1;K ð19Þ

And for the mean value of the estimates of the smartness of the sociopolys (k =
K + 1) taking into account (11), this formula will have the next form

fBk ¼ bi;k ¼ 2pwc
i =

XM

j¼1
wc
j ; i ¼ 1;M

n o
; k ¼ K þ 1 ð20Þ

Since the region of the polar sector with the angle bj must be divided in half by the
criterion vectors (formula (1)), then the first vector-criterion must be on the ordinate
axis in the Cartesian coordinate system. Therefore, the starting angle of the angle b1;k
(8k 2 Kþ 1), which corresponds to the 1st polar sector, we begin with the value of the
angle a1;k ¼ �b1;k=2 (8k 2 Kþ 1), and all other angles will be calculated according to
the following formula

fAk ¼ ai;k ¼ � bi;k
2

; ai�1;k þ bi;k; i ¼ 2;M
� �

; k�Kþ 1 ð21Þ

Taking into account (15), the value of the abscissa of the vertex of the vector-
criterion in the Cartesian coordinate system of each vector-criterion can be determined
by the following formula

fAk ¼ ai;k ¼ gi;ksin ai;k
� 	

i ¼ 1;M
� �

; k�Kþ 1 ð22Þ

and the value of its ordinate - by the formula

fBk ¼ bi;k ¼ gi;kcos ai;k
� 	

i ¼ 1;M
� �

; k�Kþ 1 ð23Þ

where ai;k, bi;k – respectively, the values of the abscissa and ordinates of the vertex of
the i-th criterion vector in the Cartesian coordinate system, which relates to the k-th
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expert. In order to make sure the calculations are correct, you need to perform such
verification

fCk ¼ ci;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2i;k þ b2i;k

q
; i ¼ 1;M

n o
; k�Kþ 1 ð24Þ

If gi;k ¼ ci;k (8i; k), then the calculations are done correctly. Otherwise, it is nec-
essary to verify the correctness of the implementation of previous calculations.

By having the lengths of the values of the criterion vectors obtained by the formula
(15) or (16), as well as the coordinates of their vertices, obtained by formulas (22) and
(23), it is possible to construct polar charts for any of the experts in particular to obtain
a generalized picture of the evaluation experts in general. As noted above, the form of
an irregular polygon constructed at the vertices of the criterion vector for any expert
gives a comprehensive evaluation of the smartness of the sociopolis on the chosen
criteria for its evaluation. At the same time, the resulting area of the polygon will
quantitatively characterize the smartness of the sociopolis according to all criteria. To
find the area of an irregular polygon by the coordinates of its vertices, you can use the
following formula.

Sipk ¼ 1
2

XM

i¼1
ai;kbiþ 1;k � bi;kaiþ 1;k

�� ��; k�Kþ 1 ð25Þ

To establish the proportion of the smartness of a sociopolis, which we now have to
divide the area of the polygon into the area of the circle in which this polygon is
located:

zk ¼ Sipk
pr2

; k�K þ 1 ð26Þ

where zk – the share of smartness of sociopolis at the moment, which is determined by
the data of k-th expert; r is the radius of the circle. As noted above, a comprehensive
indicator of the wisdom of the sociopolis (gi;k) will have a maximum value of 100, that
is, a circle radius will be 100 units. The area of the circle is not filled, which is still to be
improved and developed in the sociopoly to achieve the status of a “reasonable
sociopoly”.

6 Conclusions

It is clear that in this research the method for visualization of the results of a com-
prehensive expert’s evaluation of sociopolis smartness was developed. The result of the
evaluation is the set of irregular polygons constructed in the polar coordinate system,
according to the estimates of individual experts, taking into account the importance of
each of the criteria for evaluation and the value of the experts themselves. Such a
mechanism of visualization of information provides the opportunity to qualitatively and
quantitatively present set of values of complex indicators of sociopolis smartness for
experts, public figures and community. Such results can be obtained through any
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surveys of different experts. The proposed method is suitable for presenting a plurality
of experts’ survey results with a division into an unlimited number of roles of par-
ticipants in the evaluation of the sociopolis smartness, taking into account the impor-
tance of each of them. Also the algorithms for calculating the area of a polygon, sector
polygons, system of criteria for evaluation of sociopolis smartness are developed.
Knowledge of the polygonal area visually makes it possible to identify those areas that
still require additional development to get the sociopolis the “smart” status.
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Abstract. The article describes a new missing data imputation method. It is
based on the use of a high-speed neural-like structure of the Successive Geo-
metric Transformations Model. The importance of the research is based on the
analysis of disadvantages of the known methods for missing data processing.
Various simple and complex algorithms are analyzed, among which are the
arithmetic mean algorithm, regression modeling, etc. It is shown that the above-
mentioned imputation methods in data monitoring of air pollution do not allow
to obtain reliable results due to the low prediction accuracy. An effective method
for processing data imputation through SGTM neural-like structure is proposed.
An example of filling data by forecasting CO, NO and NO2 missed parameters
in data monitoring of air pollution is given. A comparison of the proposed
method with the arithmetic mean algorithm is carried out. Accuracies of the data
imputation by developed method and by arithmetic mean algorithm are based on
calculated evaluation criteria: Root mean squared errors. Experimentally
established that the data imputation method through SGTM neural-like structure
has a three times higher accuracy of the data imputation than the arithmetic
mean algorithm. The proposed approach can be used in various areas such as
medicine, materials science, economics, science services, etc.

Keywords: Imputation methods � Missing data � Neural-like structure �
Environmental monitoring � Successive Geometric Transformations Model

1 Introduction

Atmospheric air is a vital and integral part of the environment for the existence of
people, plants and animals. With the continuous development of technologies, human
activity is increasingly leading to changes in the environment, especially the air is
exposed to harmful emissions. Environmental monitoring is carried out to control
pollution of the environment and includes monitoring of atmospheric air pollution.

Monitoring of atmospheric air pollution is a system of the observation of changes in
the state of the air environment [1]. The purpose of this observation system is not only
passive statement of facts, but also their analysis, conducting of experiments, modeling
of processes, forecasting changes [2]. To identify tendency to change the quality of the
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atmospheric air it is necessary to form a monitoring system. The main procedures for
monitoring atmospheric air pollution are reflected in the proposed flowchart in Fig. 1.

In monitoring air pollution, it is important to determine the criteria for air pollution:
the normalization of harmful emissions into the environment, calculation of their
amount, maximum possible and maximum allowable concentrations (MPC/MAC) of
harmful substances in the atmosphere, the degree of purification of atmospheric air [3].
In order to be able to determine whether the level of harmful impurities in the air
exceeding established MPC or not, it is needed to have high-quality source informa-
tion. Therefore, the data set, which consists of measured harmful impurities in the air,
should be completed and representative for the investigated geographic area [4].

There are two approaches to the study of data sets. The first approach is to remove
objects with missed values from the data set. This option is easy to implement and can
be satisfactory with a small number of missing data [3]. However, even in cases where
the percentage of deleted objects is relatively low, there is a high likelihood of deletion
from a sample of important data and exceptions. This reduces the representativeness of
the samples for training and testing. The second approach is to fill the missing data in
one way or another and to analyze the received matrix. This option does not make a
noticeable distortion of the impact on the results of the analysis, when the number of
missing data is less than 20% [5].

2 Review and Analysis of Existing Methods

Since the use of any fill-in method can compile the sample structure, this may distort
the real distribution of observations in the sample and reduce the actual significance of
the results [6]. Therefore, when choosing a specific missing data imputation method,
one must be taken into account that the possibility of its application depends essentially
on the method of data analysis, which will be used in the future. The choice can be
made from the imputation methods shown in Fig. 2.

Fig. 1. The diagram of the monitoring of air pollution
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Figure 2 reproduces the basic methods for processing missing data that are divided
into two groups: simple and complex. Complex methods include:

– Hot Deck [7] is a method for handling missing data, when missing value is replaced
with the nearest informational object;

– Barlett’s method consists of two stages: substitutions instead of missing data the
initial generated values in the first stage; conducting a covariance analysis of the
target variable and constructing an indicator of completeness of observations for the
target variable at the second stage [8];

– Zet algorithm consists of the selection of each value for filling missing data not
from the whole set of observations [9], but from some of its part, that is called
component matrix;

– Zetbraid algorithm is a consistent sequential selection of competent rows and
columns, and each new competent matrix [10] is formed, then its performance is
determined by the given criterion in prediction of missing data);

– Resampling algorithm is an iterative method, which involves changing the rows
with missing data by randomly selected fully completed rows from the matrix, and
then constructing a regression equation to predict the missing value [5];

– EM algorithm is also an iterative procedure for solving optimization problems of
some functional through an analytic search for an extremum of a function) [3].

The peculiarity of these algorithms is the filling of missing data with values, which
are selected by the algorithm [10]. But sophisticated methods are time-consuming and
unwieldy in use [11]. At that time, such simple methods of filling missing data, as the
arithmetic mean algorithm, k-nearest neighbor, and the regression [12] methods are less
accurate than improved complex methods. Therefore, there was a need to find such a
method that would be easy to use [13], while fast in time dependencies [14] and most
accurate [15, 16].

Fig. 2. Missing data imputation methods
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The first step, in the research, was decided to investigate the first simple algorithm
in the list of filling missing data methods, that is arithmetic mean algorithm [5]. This
algorithm consists the replacing each missing value with the arithmetic mean of the
observed values for that column by the formula (1):

A ¼ 1
n
�
Xn
i¼1

xi ð1Þ

where n is the number of items being averaged; xi is the value of each individual item
in the list of items being averaged.

All missing values for parameters CO, NO and NO2 are calculated using arithmetic
mean algorithm, but the mentioned algorithm can distort the distribution for the vari-
able and leads to complications with summary measures including. So this algorithm
was compared to new developed method of filling missing data.

3 Method of Filling the Missing Data on the Basis
of the SGTM Neural-Like Structure

In the article, in contrast to the arithmetic mean algorithm, a method for processing
missing data in the monitoring of atmospheric air pollution is provided, constructed
using the neural network approach. According to this method, the appropriate training
of the selected artificial neural network is initially carried out and in the application
mode forecasts of missing data are obtained. Since, missing data may be present for
various parameters in monitoring the state of air pollution, there is a need to study a
large number of neural networks in different modes of use [17, 18].

The application of artificial neural networks of well-known architectures, such as
single-layer and multilayer perceptrons, provides a significant amount of the time
consuming to adjust their parameters [19]. So for the implementation of the method, a
non-iterative linear neural-like structure of the Successive Geometric Transformations
Model (SGTM) is selected [20], which is trained and function fully in automatic mode
[21]. The investigated method for processing missing data through SGTM neural-like
structure uses dependencies between parameters of the monitoring of air pollution.

The implementation of the proposed approach involves the creation of training and
testing samples, where inputs include full data, and the output is the missing parameter
that needs to be predicted. So, first of all, the parameters with missing elements in the
dataset are determined. Then, separately, each defined parameter is filled by prediction.
The main steps of the developed method are:

1. Delete from the sample all vectors that have missing data.
2. Randomly assign vectors to the new training set A (5000 vectors) and to the testing

set B (1950 vectors). In both data sets enter to input vectors Xj all parameters except
one containing missing data, and enter to output vector Yj one of the parameters CO,
NO, or NO2.
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3. Normalize the input vectors Xj. Thus, data samples A and B with xi1; . . .; xi11; yi
vectors are normalized as follows [20]: when the maximum value in each column.
max(Xj) is found, assign a value to one. The remaining values are seeking by the
following formula (2):

xnormed ¼ xij
jmaxðXjÞj ð2Þ

where xij is a determined value of the input vector; max(Xj) stands for the maximum
value of the input vector.

4. Choose the linear setting of the known SGTM neural-like structure (which includes
several options for setting operating modes, determining the number of mass cen-
ters, normalizing inputs and outputs, defining activation function) through the
implementation of experiments.

5. SGTM training on A sample for one of the parameters CO, NO, or NO2, and further
testing using B sample.

6. Determine the accuracy of the probable filling of missing data by calculating the
prediction data root mean squared errors (RMSE_M) [21, 22] for parameters CO,
NO, or NO2, using the formula (3):

RMSE M ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðy0
j � yjÞ2

s

jmaxðYjÞj ð3Þ

where y′j is a predicted output value; yj is a benchmark output value for testing; max
(Yj) is the maximum value of the output vector.

4 Simulation

The simulation of the proposed method for filling missing data took place on the real
problem of CO, NO2 and NOx urban pollution monitoring with on-field calibrated
electronic nose by automatic Bayesian regularization [23]. The implementation of the
developed fill-in method is performed on a data set, which contains 9,000 observations
of hourly averaged responses from 5 metallic oxide chemical sensors embedded in an
Air Quality Chemical Multi-Sensor Device [23]. The device was located on the field in
a significantly polluted area, at road level, within an Italian city. Data were recorded
from March 2004 to February 2005 (one year) representing the longest freely available
recordings of on field deployed air quality chemical sensor devices responses. The data
set consists of an hourly average concentration of carbon monoxide (CO), non-methane
hydrocarbons (SnO2), benzene (C6H6), titanium (Ti), total nitrogen oxides (NO) and
nitrogen dioxide (NO2), tungsten oxides (WO) and dioxide tungsten (WO2), indium
oxide (InO), air temperature (T), relative humidity (RH) and absolute (AH) humidity.
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Parameters that need to be restored are indicated by the value “−200”. Proofs of cross-
sensitivity, as well as conceptual and sensor drifts, are present and described in [23],
which ultimately affects the ability to evaluate the concentration of sensors. The part of
the list of measurements provided by a commonly verified analyzer is given in Table 1.

Since, the SGTM neural-like structure includes several options for setting operating
modes, for modeling, the following parameters were defined: linear type of structure,
use of mass centers in the predicting missing data, normalization of inputs and outputs
of training and testing samples. In addition, to understand the time expenditures, the
parameters of the PC where the calculations took place should be described. So, in the
research the laptop MI Pro is used, equipped with the eighth generation of Intel®
Core™ i5-8250U CPU x-64 based processor and the NVIDIA GeForce MX15 discrete
graphics accelerator with installed memory (RAM) 8 GB. It should be note, that
proposed approach can be used in different Service Science area [24–26].

5 Results and Comparison

Visualization of simulation results of developed method for filling missing data through
the SGTM neural-like structure for three different sets of data presented in Fig. 3.
Scatter diagrams are performed using Orange software.

Table 1. The list of hourly average measured concentration of air pollutants

CO SnO2 C6H6 Ti NO WO NO2 WO2 InO T RH AH

1,2 1185 3,6 690 62 1462 77 1333 733 11,3 56,8 0,7603
1 1136 3,3 672 62 1453 76 1333 730 10,7 60,0 0,7702
0,9 1094 2,3 609 45 1579 60 1276 620 10,7 59,7 0,7648
0,6 1010 1,7 561 -200 1705 -200 1235 501 10,3 60,2 0,7517
-200 1011 1,3 527 21 1818 34 1197 445 10,1 60,5 0,7465
0,7 1066 1,1 512 16 1918 28 1182 422 11,0 56,2 0,7366
0,7 1052 1,6 553 34 1738 48 1221 472 10,5 58,1 0,7353
1,1 1144 3,2 667 98 1490 82 1339 730 10,2 59,6 0,7417
2 1333 8,0 900 174 1136 112 1517 1102 10,8 57,4 0,7408
2,2 1351 9,5 960 129 1079 101 1583 1028 10,5 60,6 0,7691
1,7 1233 6,3 827 112 1218 98 1446 860 10,8 58,4 0,7552
1,5 1179 5,0 762 95 1328 92 1362 671 10,5 57,9 0,7352
1,6 1236 5,2 774 104 1301 95 1401 664 9,5 66,8 0,7951
1,9 1286 7,3 869 146 1162 112 1537 799 8,3 76,4 0,8393
… … … … … … … … … … … …

2,2 1310 8,8 933 184 1082 126 1647 946 8,3 79,8 0,8778
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a) CO 

b) NO

Fig. 3. Results of the proposed method of filling missing data in the form of diagrams scattering.
On the OX axis is given real value, on the OY axis - predicted data: (a) carbon monoxide (CO);
(b) nitrogen oxides (NO); (c) nitrogen dioxide (NO2).
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Thus, after filling missing data in the environmental monitoring using the neural
network method with non-iterative linear SGTM, errors were detected for each object
with missing parameters. RMSE_M errors also found for filling missing data by
replacing with the arithmetic mean value. Table 2 compares the RMSE_M errors found
for the parameters CO, NO, or NO2 by two investigated methods. In the table, it is
observed that for example, the error of filling missing data using the neural network
method is 5% for the CO parameter, which is almost three times less than the
RMSE_M error (12%) for the same CO parameter, where the missing data are filled
with using arithmetic mean algorithm.

6 Conclusions

In the research, the set of data on monitoring of atmospheric air pollution was inves-
tigated. The importance of effective solution of the task of filling the omissions in the
data sets of environmental monitoring was substantiated. The main algorithms for

Table 2. The comparison of investigated methods.

Method RMSE_M for CO RMSE_M for NO RMSE_M for NO2

Arithmetic mean algorithm 12,42347 15,21968 15,83967
SGTM neural-like structure 4,486251 8,159905 7,396727

c) NO2

Fig. 3. (continued)
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filling missing data in arrays was analyzed. A new simple method of regressive filling
of the missing data for environmental monitoring tasks by using the neural-like
structure of the Successive Geometric Transformations Model was described. Also, it
was determined that the developed method retains the filling rate at a large set of data.
It was found that the method of filling missing data with SGTM is a three times more
accurate than the arithmetic mean algorithm, while also easy to execute, since it does
not require long-lasting debugging of structure and parameters.
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Abstract. We investigate and justify the efficiency of PSC-algorithm for
solving the NP-hard in the strong sense scheduling problem of the total
weighted tardiness of jobs minimization on one machine. The problem is used
widely in the automation of planning processes in objects of different nature. As
a result of the research, we identify and justify regions of the problem parameter
values at which it is solved quickly and at which it requires a large computa-
tional effort. For each individual instance, a polynomial subalgorithm of Oðn2Þ
complexity constructs a sequence on which we determine the instance’s struc-
ture and its characteristics designating the instance’s complexity. We analyze the
polynomial component of the PSC-algorithm which checks sufficient signs of
optimality at all stages of the problem solving, in contrast to the existing
methods. The optimal solution was achieved with the polynomial component for
27.3% of instances. We present experimental data on the solving time for
problems with dimensions up to 300 jobs. We show that up to 68% of the
generated benchmark instances are solved relatively quickly for any dimension.
The PSC-algorithm is competitive by the computation time with the known
method of Tanaka et al. and significantly exceeds it on instances from the
determined regions of quick solving.

Keywords: Planning � Process automation � Scheduling �
Combinatorial optimization � Exact algorithm � PSC-algorithm �
Efficiency research � Total weighted tardiness

1 Introduction

Scheduling problems are used very widely in production process automation, in
business process automation and service industry, for computer calculations opti-
mization and in other areas. Almost all scheduling problems are NP-hard problems of
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combinatorial optimization. Known exact methods for their solving generally have
exponential complexity. Many state-of-the-art scheduling methods are described in the
book [1] and in papers [2–4]. A review of efficient methods for exact exponential
algorithms construction can be found in [5]. Some new scheduling methods, with an
emphasis on cloud computing, are considered in a recent review [6]. Papers [7–9]
research the methods for combinatorial problems solving using parallel computing
systems. Parallel and cloud computing [10] and scheduling with restrictions on
resources [11] are intensively developing fields of research.

In this paper, we research one of five most known NP-hard in the strong sense
scheduling problems: the total weighted tardiness of jobs minimization on a single
machine (TWT). It is a priority among the calendar and operational planning problems
in networked systems with limited resources, project management systems, discrete-
type productions (up to 80% of all production systems, including aircraft manufac-
turing and shipbuilding enterprises, as well as dual-use technologies). TWT problem
has paramount importance as an independent problem as well as the basis for multi-
stage planning systems. In particular, it is used at the fourth level of the four-level
model of planning (including operative planning) and decision making presented in
[12]. This model can be used for any objects with a network structure of technological
processes and limited resources. Tardiness criteria optimization is crucial for just-in-
time planning systems and other important planning models.

The TWT Problem Statement [13]. Given a set of n independent jobs
J ¼ j1; j2; . . .; jnf g, each job consists of a single operation. For each job j, we know its
processing time lj [ 0, weight coefficient xj [ 0 and due date dj. All jobs become
available at the time point zero. Interruptions are not allowed. We need to build a
schedule for one machine that minimizes the total weighted tardiness of the jobs:

f ¼
Xn
j¼1

xjmax 0;Cj � dj
� � ð1Þ

where Cj is the completion time of a job j.
This problem is studied from the 1960s. All known exact methods for its solving

are based on enumeration methods (branch and bounds, dynamic programming, etc.)
and are related to an exponential search. The best of known state-of-the-art exact
dynamic programming algorithms for the TWT problem is limited by dimension of 300
jobs [14]. Extended dominance rules experimentally studied in [15] allow to derive 8 to
12% more arcs in the search tree, in average, compared to basic dominance rules. Kanet
et al. [16] initiated consideration of precedence theorems involving more than two jobs.
Tanaka et al. [14] also considered dominance rules including up to 4 jobs. Karakostas
et al. [17] investigate particular cases of the TWT problem with restrictions on input
data, they obtain exact polynomial time solving algorithms for such cases.

The theory of PSC-algorithms [18] is an alternative direction allowing to solve NP-
hard problems in a general formulation exactly and efficiently. It allows for problems
several times larger in size and also for the parallelization of computations. When
sufficient signs of optimality of current solutions are fulfilled, PSC-algorithms, in
contrast to existing methods, allow to obtain an exact solution by a polynomial
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subalgorithm. Otherwise, we obtain an efficient exact solution by an exponential
subalgorithm or an approximate solution with an estimate of the deviation from the
optimum for practical problem instances of large size (up to tens of thousands of jobs).

Exact PSC-algorithm for TWT problem solving presented in [13], in contrast to the
existing methods, for the first time allows to determine the optimality of the obtained
intermediate solution at the solving stage. Also it allows to classify the problem
instances by their complexities and to attribute individual instances to a quick or hard
solving region. We give a brief description of the investigated PSC-algorithm in
Sect. 2.

This paper is devoted to the study of theoretical properties of the PSC-algorithm,
justification of its efficiency, and its comparison with existing methods. We give the
results of our study with the determination of the regions of quick solving in Sect. 3.
We summarize the findings in Sect. 4.

2 Theoretical Foundations of the PSC-Algorithm
for the Problem Solving

We now excerpt from [13] some definitions necessary to understand the paper. Let j½g�
denote the number of a job occupying a position g in a schedule. Let p; q mean the
interval of integer numbers from p to q: p; q ¼ p; pþ 1; . . .; q.

Definition 1. We call Rj½g� ¼ dj½g� � Cj½g� [ 0 the time reserve of a job j½g�.

Definition 2. We call a job j½g� tardy in some sequence if dj½g�\Cj½g� .

Definition 3. A permutation of a job j½g� is its move into a later position k[ g with the

shift of jobs in positions gþ 1; k to the left by one position.

Definition 4. A priority pj½i� of a job j½i� is the value of xj½i�

.
lj½i� .

Definition 5. The ordered sequence rord is a sequence of all jobs j 2 J in non-
increasing order of priorities pj, i.e., 8j; i, j\i: pj � pi, and if pj ¼ pi, then dj � di.

Definition 6. A free permutation of a non-tardy job j½k� in the sequence rord is its
permutation into such later position q[ k that Cj½q� � dj½k�\Cj½qþ 1� if there is at least one

tardy job in positions kþ 1; q.

Definition 7. Sequence rfp is the sequence obtained after all free permutations in the
ordered sequence rord .

Definition 8. A tardy job j½g� in the sequence rfp is called a competing job if for at least
one non-tardy preceding job j½l� in the sequence we have dj½l� [ dj½g� � lj½g� .

Competing jobs in the sequence rfp are in non-increasing order of their priorities.

Definition 9. The time reserve of a job j½i� in a current sequence is called productive
reserve if there is at least one such competing job j½k� in this sequence that satisfies the
inequality dj½i� [ dj½k� � lj½k� .
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The PSC-algorithm [13] is based on jobs permutations and consists of a series of
uniform iterations. The number of iterations is determined by the number of competing
jobs in the sequence rfp. At each iteration, we check the possibility to use the time
reserves of preceding jobs for the current competing job from the sequence rfp. This
way, we construct an optimal schedule for jobs of the current subsequence which is
bounded with the current competing job. We can eliminate some jobs from the set of
competing jobs during the solving process. As a result of each iteration, the functional
value decreases or remains unchanged. This allows to construct efficient approximation
algorithms on the basis of the PSC-algorithm.

The PSC-algorithm contains two polynomial components and exact exponential
subalgorithm. The complexity of the exact subalgorithm does not exceed O n3ð Þ if the
Sufficient Sign of Polynomial Solvability of the Current Iteration [13] is fulfilled at
each iteration of the algorithm. The second polynomial component is the approxima-
tion algorithm to be used in case when the sufficient signs of optimality are not fulfilled
or for solving complex instances of the problem.

3 Computational Studies of the PSC-Algorithm

Let us denote the number of tardy jobs in the sequence rfp by NZ , the number of
competing jobs by NK , the number of jobs with non-zero time reserves by NR, and the
number of jobs with productive reserves by NP.

We analyze the sequence rfp, the complexity of its construction is O n2ð Þ. By this
we determine a structure of each individual instance we solve, i.e., values of NZ , NK ,
NR, and NP, the magnitude of reserves, the range and location of jobs with reserves,
tardy and competing jobs. This allows to attribute the individual instance to a quick or
hard solving region. The analysis of the problem structure also allows to classify
special cases of the problem given in [13] by their complexity.

To obtain quantitative characteristics of efficiency of the PSC-algorithm, we used
benchmark instances of dimensions from 40 to 300 jobs from [19]. There are five
instances for each range of two parameters: the due date range R and the tardiness
factor T of standard Fisher’s generation scheme [20]. The complexity of the problem
instances and, as a result, the time of their solving, depends on these parameters.
According to the Fisher’s scheme, processing times and weights of jobs are taken for
each instance from a uniform distribution over interval [1, 100] and [1, 10], respec-
tively. Then the due dates of jobs are generated randomly from a uniform distribution
over the interval L � 1� T � R=2ð Þ½ , L � 1� T þR=2ð Þ� where L is the sum of pro-
cessing times of all jobs. The values of R and T were chosen from the set {0.2, 0.4, 0.6,
0.8, l.0}. This gives 25 combinations of R and T parameters, 125 test instances in total
for each dimension. The total number of benchmark instances is 875.

We solved all the instances with a PSC-algorithm on a personal computer with
2 GBytes of RAM and a Pentium IV processor that has 3.0 GHz frequency. We show
in Table 1 the average solving time in seconds for each group of 5 instances depending
on the parameters R and T for dimensions from 40 to 250 jobs. The average solving
time for n = 300 is shown in Fig. 1.
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We also generated larger dimensions instances by the same generation scheme. The
maximum time observed for solving a 1,000 jobs instance was about 56 h.

We analyzed the efficiency of the first polynomial component of the PSC-algorithm
that checks the sufficient signs of optimality at all stages of the problem solving, in
contrast to the existing methods. If at least one of the signs is fulfilled, we reach the
optimal solution at the intermediate solving stage. The first polynomial component of
the PSC-algorithm fulfilled for 27.3% of our benchmark instances (on average for all
instances of all dimensions).

It is obvious from the Table 1 that the instances of any dimension are solved more
quickly (often significantly) for some values of pairs of R and T parameters than in

Table 1. Average solving time (in seconds) for all test instances for each pair of R and T

T 0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0

R n = 40 n = 50
0.2 0.020 0.152 0.167 0.124 0.074 0.022 0.271 0.190 0.164 0.129
0.4 0.003 0.095 0.185 0.115 0.087 0.004 0.205 0.293 0.148 0.171
0.6 0.004 0.025 0.208 0.119 0.094 0.004 0.098 0.286 0.173 0.178
0.8 0.004 0.029 0.239 0.126 0.104 0.004 0.033 0.358 0.243 0.314
1.0 0.004 0.005 0.285 0.233 0.117 0.004 0.006 0.396 0.355 0.323

n = 100 n = 150
0.2 0.214 3.458 3.137 2.790 2.298 1.344 15.252 13.685 7.655 9.286
0.4 0.002 2.382 3.228 3.199 2.301 0.012 10.502 14.126 10.198 9.908
0.6 0.002 0.398 3.744 2.760 2.659 0.007 2.471 16.604 13.801 13.151
0.8 0.002 0.119 3.902 2.742 2.564 0.009 0.743 17.424 14.780 12.667
1.0 0.002 0.003 4.325 3.977 3.316 0.009 0.012 18.408 15.052 13.063

n = 200 n = 250
0.2 3.926 47.945 46.492 24.740 23.400 12.959 75.769 107.795 59.656 53.768
0.4 0.032 42.085 48.522 32.947 27.292 0.028 70.192 112.278 80.322 64.348
0.6 0.012 6.104 49.395 36.158 30.474 0.016 19.992 133.354 73.148 70.574
0.8 0.016 1.833 51.757 38.638 33.555 0.022 6.070 141.292 79.062 80.437
1.0 0.017 0.033 56.648 47.913 34.561 0.022 0.029 143.581 110.889 83.789

T
R 

0.2 0.4 0.6 0.8 1.0 

0.2 20.703 224.383 212.315 108.588 109.600 
0.4 0.047 208.650 216.029 144.681 119.809 

0.6 0.030 31.605 266.458 145.509 128.567 
0.8 0.031 9.490 279.319 155.604 138.392 

1.0 0.032 0.047 295.623 327.207 145.601 

A B D 
E 

B C 

Fig. 1. Regions of parameters R and T where the problem is solved relatively quickly (the
average solving time in seconds for n = 300 is shown)
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other regions. Our analysis allows to distinguish 5 such regions of R and T values. In
Fig. 1, we distinguish these regions by the average solving time in seconds for each
pair of R and T values, on the example of 300 jobs instances.

Thus, in fact, the instances were solved relatively quickly by the PSC-algorithm for
17 out of 25 pairs of parameters R and T , i.e., in up to 68% of cases. Let us try to
determine the cause of this.

Denote the found regions of parameter values by:

Region A: R = 0.6…1.0; T = 0.2.
Region B: R = 0.2…0.4; T = 0.2 and R = 0.6…1.0; T = 0.4.
Region C: R = 0.2…0.4; T = 0.8.
Region D: R = 0.6…0.8; T = 0.8.
Region E: R = 0.2…1.0; T = 1.0.

The parameters R and T affect the values of NZ , NK , NR, and NP determined in the
sequence rfp. Table 2 shows these values as a percentage of the problem size.

We can draw the following conclusions from Table 2.
The parameters NZ , NK , NR, and NP differ insignificantly within each region of R

and T values. A sufficiently large differences in the values of the parameters are only in
the region E for dimensions of 40, 50, and 100 jobs. This difference is due to the use of
different data generation schemes.

In the region A, free permutations almost always give the optimal solution: the
number of competing jobs is zero or very small (which is true at large dimensions).

In the region B, there are few tardy and competing jobs, the number of iterations of
the PSC-algorithm is generally small.

Table 2. Values of NZ , NK , NR, and NP in different regions of the problem parameters, as a
percentage of the problem dimension

n NZ NK NR NP NZ NK NR NP NZ NK NR NP

Region A Region B Region C

40 0.00 0.00 99.33 0.00 5.80 5.80 93.50 62.90 57.75 55.50 42.00 42.00

50 0.00 0.00 99.07 0.00 5.76 5.76 93.12 68.32 56.20 54.80 42.80 42.80

100 0.00 0.00 99.60 0.00 4.04 4.04 95.24 62.00 54.00 53.30 44.80 44.70

150 0.00 0.00 99.51 0.00 3.15 3.15 95.84 54.75 49.53 49.47 49.07 49.07

200 0.00 0.00 99.37 0.00 3.22 3.22 95.90 59.74 50.50 50.30 48.10 48.10

250 0.00 0.00 79.49 0.00 2.58 2.58 76.72 47.79 40.40 40.24 38.48 38.48

300 0.00 0.00 99.36 0.00 2.97 2.97 95.77 57.28 49.03 49.00 49.53 49.47

Region D Region E The rest: “complex” instances

40 61.00 50.75 37.50 37.50 84.10 67.10 15.50 15.50 32.94 30.31 66.19 64.31

50 57.40 46.80 41.80 41.80 82.88 64.72 16.48 16.48 31.45 28.00 67.40 65.75

100 56.10 47.90 43.10 43.10 84.60 71.48 14.76 14.76 31.43 29.70 67.43 67.18

150 39.20 38.47 59.07 59.07 57.71 57.17 40.99 40.99 24.12 23.87 75.03 74.72

200 37.65 36.85 61.05 61.05 57.84 57.34 40.58 40.54 24.01 23.78 74.98 74.55

250 30.12 29.48 48.84 48.84 46.27 45.87 32.46 32.43 19.21 19.02 59.98 59.64

300 35.83 35.70 62.93 62.80 56.85 56.44 41.99 41.99 22.67 22.52 76.28 75.79
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In the region C, about half of jobs have non-zero reserves and half of jobs are tardy.
But the reserves of each job with a reserve are small in size, they are not enough to
serve for all competing jobs. As the result, many competing jobs are excluded from the
set of competing jobs.

In the region D, there are jobs with time reserves, but the reserves are small in size.
So, many competing jobs are excluded from the set of competing jobs. This leads to a
decrease in the number of iterations. The deviation of the functional value in the
sequence rfp from the optimum is small.

In the region E, there are few jobs with reserves. This leads to a small deviation of
the functional value in the sequence rfp from the optimum. The reserves are quickly
exhausted at the current iterations of the PSC-algorithm.

In Table 3, we compare the average time to solve the same test instances (for all
values of the parameters R and T) with known algorithm of Tanaka et al. [14]. For the
method we compare, we know only the solving time for instances of up to 300 jobs
dimension. We can state that the PSC-algorithm is competitive in terms of solving time
with the method of Tanaka et al., taking into account the performances of the computer
systems used. For the “simple” instances from the regions A…E, the PSC-algorithm is
significantly faster. Also, we know from [21] that the algorithm of Tanaka et al. [14]
requires a significant amount of RAM (up to 384 MBytes for 300 jobs instances). The
PSC-algorithm from [13] requires only several complete or incomplete job sequences
to be memorized, depending on the solving stage, i.e., it takes only a several kilobytes
of memory. We also solved generated instances of dimension up to 2,000 jobs within
the regions A…E.

We also investigated the dependence between the deviation of the functional value
in the sequence rfp from the optimum and the number of competing jobs. We can
conclude that for any problem size the more is the number of competing jobs in the
sequence rfp, the less is the average deviation of the functional value. If NK � 0:35n,
then the average percentage of deviation of the functional value in the sequence rfp

from the optimum is no more than 5–6%. And if NK � n=2, then this deviation is no
more than 2.5% in average, which allows to use the sequence rfp as an approximate
solution for the problem. We obtained a similar dependence in [22] for the particular
case of TWT problem where all weights are equal.

Table 3. Average solving time (in seconds) by regions in comparison with known algorithm of
Tanaka et al.

Region A Region B Region C Region D Region E The rest All instances

n PSC SSDP PSC SSDP PSC SSDP PSC SSDP PSC SSDP PSC SSDP PSC SSDP

40 0.00 0.00 0.02 0.05 0.12 0.13 0.12 0.13 0.09 0.11 0.20 0.12 0.11 0.09

50 0.00 0.00 0.03 0.12 0.16 0.21 0.21 0.21 0.22 0.23 0.29 0.26 0.17 0.18

100 0.00 0.01 0.15 0.99 2.99 3.63 2.75 3.57 2.63 2.92 3.52 4.35 2.14 2.75

150 0.01 0.05 0.92 3.17 8.93 13.83 14.29 16.50 11.62 12.45 15.13 17.84 9.21 11.26

200 0.02 0.13 2.39 8.85 28.84 34.47 37.40 43.41 29.86 34.98 48.84 52.54 27.38 31.82

250 0.02 0.27 7.82 35.06 69.99 76.75 76.10 97.37 70.58 70.81 111.89 115.45 63.18 72.08

300 0.03 0.48 12.38 51.80 126.63 157.10 150.56 172.92 128.39 136.72 253.75 245.74 131.53 142.80

PSC PSC-algorithm [13], Pentium IV, 3.0 GHz, 2 GBytes of RAM; SSDP algorithm of Tanaka et al. [14], Pentium IV, 3.4 GHz,
1 GByte of RAM
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Special cases of the problem given in [13] are not included in the commonly used
benchmark instances. So, they expand the research domain of the algorithm’s effi-
ciency. Theoretically complex and simple cases of TWT problem were found in [13],
i.e., the conditions verified by analyzing the sequence rfp. They show when the
complexity of the problem solving will become near to the complexity of exhaustive
search, and under which conditions the combinatorial search is significantly reduced.
The applied data generation scheme does not allow to select all possible theoretically
simple and complex cases of the problem given in [13]: such problems are generated in
a special way. We expanded the scope of the efficiency research for the PSC-algorithm
by including these special cases to analyze its complexity. We have confirmed the
conclusions made in [13].

We leave for the future the study of the regions of R and T parameters in which the
instances are hard-solving.

4 Conclusions

We have identified and justified the regions of values of the dataset generating
parameters R and T in which the PSC-algorithm solves the problem instances of any
dimension quickly, in comparison with other regions, due to: free permutations (in the
region A, the solution is obtained by a polynomial subalgorithm); a small number of
competing jobs (in the region B, we execute a small number of iterations of the PSC-
algorithm); a small number of jobs with time reserves or small magnitude of reserves
(in the regions C, D, and E reserves are quickly used up by higher priority jobs,
competing jobs are excluded from the set of competing jobs, and the algorithm
terminates).

We have shown that up to 68% of the generated test instances will be solved
relatively quickly for any given dimension.

We have analyzed the efficiency of the first polynomial component of the PSC-
algorithm. It fulfilled for 27.3% of our benchmark instances (on average for all
instances of all dimensions).

We show that for any problem size the more is NK , the less is the average deviation
of the functional value in the sequence rfp from the optimum. If NK � 0:35n, it is no
more than 5–6%. And if NK � n=2, then this deviation is no more than 2.5% in average,
which allows to use the sequence rfp as an approximate solution to the problem.

We give the statistics of solving the test instances with dimensions up to 300 jobs
and comparison with algorithm of Tanaka et al. [14] (for which we know the solving
time for only up to 300 jobs instances). We show that the PSC-algorithm is competitive
in terms of solving time with the method of Tanaka et al. and is significantly faster for
the quick-solving instances. We also investigated and experimentally confirmed the
complexity of solving special cases of the problem given in [13]. Thus, the results of
statistical studies confirmed the high efficiency of the PSC-algorithm.

Study of Theoretical Properties of PSC-Algorithm 159



www.manaraa.com

References

1. Pinedo, M.L.: Scheduling: Theory, Algorithms, and Systems. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-26580-3

2. Heydari, M., Hosseini, S.M., Gholamian, S.A.: Optimal placement and sizing of capacitor
and distributed generation with harmonic and resonance considerations using discrete
particle swarm optimization. Int. J. Intell. Syst. Appl. (IJISA) 5(7), 42–49 (2013). https://doi.
org/10.5815/ijisa.2013.07.06

3. Wang, F., Rao, Y., Wang, F., Hou, Y.: Design and application of a new hybrid heuristic
algorithm for flow shop scheduling. Int. J. Comput. Netw. Inf. Secur. (IJCNIS) 3(2), 41–49
(2011). https://doi.org/10.5815/ijcnis.2011.02.06

4. Cai, Y.: Artificial fish school algorithm applied in a combinatorial optimization problem. Int.
J. Intell. Syst. Appl. (IJISA) 2(1), 37–43 (2010). https://doi.org/10.5815/ijisa.2010.01.06

5. Fomin, F.V., Kratsch, D.: Exact Exponential Algorithms. Springer, Heidelberg (2010).
https://doi.org/10.1007/978-3-642-16533-7

6. Soltani, N., Soleimani, B., Barekatain, B.: Heuristic algorithms for task scheduling in cloud
computing: a survey. Int. J. Comput. Netw. Inf. Secur. (IJCNIS) 9(8), 16–22 (2017). https://
doi.org/10.5815/ijcnis.2017.08.03

7. Garg, R., Singh, A.K.: Enhancing the discrete particle swarm optimization based workflow
grid scheduling using hierarchical structure. Int. J. Comput. Netw. Inf. Secur. (IJCNIS) 5(6),
18–26 (2013). https://doi.org/10.5815/ijcnis.2013.06.03

8. Mishra, M.K., Patel, Y.S., Rout, Y., Mund, G.B.: A survey on scheduling heuristics in grid
computing environment. Int. J. Mod. Educ. Comput. Sci. (IJMECS) 6(10), 57–83 (2014).
https://doi.org/10.5815/ijmecs.2014.10.08

9. Sajedi, H., Rabiee, M.: A metaheuristic algorithm for job scheduling in grid computing. Int.
J. Mod. Educ. Comput. Sci. (IJMECS) 6(5), 52–59 (2014). https://doi.org/10.5815/ijmecs.
2014.05.07

10. Hwang, K., Dongarra, J., Fox, G.: Distributed and Cloud Computing: From Parallel
Processing to the Internet of Things. Morgan Kaufmann, Burlington (2012)

11. Brucker, P., Knust, S.: Complex Scheduling, 2nd edn. GOR-Publications Series, Springer,
Berlin, Heidelberg (2012). https://doi.org/10.1007/978-3-642-23929-8

12. Zgurovsky, M.Z., Pavlov, A.A.: Algorithms and software of the four-level model of
planning and decision making. In: Combinatorial Optimization Problems in Planning and
Decision Making: Theory and Applications, 1st edn. Studies in Systems, Decision and
Control, vol. 173, pp. 407–518. Springer, Cham (2019). https://doi.org/10.1007/978-3-319-
98977-8_9

13. Zgurovsky, M.Z., Pavlov, A.A.: The total weighted tardiness of tasks minimization on a
single machine. In: Combinatorial Optimization Problems in Planning and Decision Making:
Theory and Applications, 1st edn. Studies in Systems, Decision and Control, vol. 173,
pp. 107–217. Springer, Cham (2019). https://doi.org/10.1007/978-3-319-98977-8_4

14. Tanaka, S., Fujikuma, S., Araki, M.: An exact algorithm for single-machine scheduling
without machine idle time. J. Sched. 12(6), 575–593 (2009). https://doi.org/10.1007/s10951-
008-0093-5

15. Kanet, J., Birkemeier, C.: Weighted tardiness for the single machine scheduling problem: an
examination of precedence theorem productivity. Comput. Oper. Res. 40(1), 91–97 (2013).
https://doi.org/10.1016/j.cor.2012.05.013

16. Kanet, J.: One-machine sequencing to minimize total tardiness: a fourth theorem for
Emmons. Oper. Res. 62(2), 345–347 (2014). https://doi.org/10.1287/opre.2013.1253

160 A. A. Pavlov et al.

http://dx.doi.org/10.1007/978-3-319-26580-3
http://dx.doi.org/10.5815/ijisa.2013.07.06
http://dx.doi.org/10.5815/ijisa.2013.07.06
https://doi.org/10.5815/ijcnis.2011.02.06
https://doi.org/10.5815/ijisa.2010.01.06
http://dx.doi.org/10.1007/978-3-642-16533-7
http://dx.doi.org/10.5815/ijcnis.2017.08.03
http://dx.doi.org/10.5815/ijcnis.2017.08.03
http://dx.doi.org/10.5815/ijcnis.2013.06.03
http://dx.doi.org/10.5815/ijmecs.2014.10.08
http://dx.doi.org/10.5815/ijmecs.2014.05.07
http://dx.doi.org/10.5815/ijmecs.2014.05.07
http://dx.doi.org/10.1007/978-3-642-23929-8
http://dx.doi.org/10.1007/978-3-319-98977-8_9
http://dx.doi.org/10.1007/978-3-319-98977-8_9
http://dx.doi.org/10.1007/978-3-319-98977-8_4
http://dx.doi.org/10.1007/s10951-008-0093-5
http://dx.doi.org/10.1007/s10951-008-0093-5
http://dx.doi.org/10.1016/j.cor.2012.05.013
http://dx.doi.org/10.1287/opre.2013.1253


www.manaraa.com

17. Karakostas, G., Kolliopoulos, S., Wang, J.: An FPTAS for the minimum total weighted
tardiness problem with a fixed number of distinct due dates. ACM Trans. Algorithms 8(4),
1–16 (2012). https://doi.org/10.1145/2344422.2344430

18. Zgurovsky, M.Z., Pavlov, A.A.: Introduction. In: Combinatorial Optimization Problems in
Planning and Decision Making: Theory and Applications, 1st edn. Studies in Systems,
Decision and Control, vol. 173, pp. 1–14. Springer, Cham (2019). https://doi.org/10.1007/
978-3-319-98977-8_1

19. Tanaka, S., Fujikuma, S., Araki, M.: OR-library: weighted tardiness (2013). https://sites.
google.com/site/shunjitanaka/sips/benchmark-results-sips. Accessed 08 Nov 2018

20. Fisher, M.L.: A dual algorithm for the one machine scheduling problem. Math. Progr. 11(1),
229–251 (1976). https://doi.org/10.1007/BF01580393

21. Ding, J., Lü, Z., Cheng, T.C.E., Xu, L.: Breakout dynasearch for the single-machine total
weighted tardiness problem. Comput. Indust. Eng. 98(C), 1–10 (2016). https://doi.org/10.
1016/j.cie.2016.04.022

22. Pavlov, A.A., Misura, E.B., Melnikov, O.V., Mukha, I.P.: NP-hard scheduling problems in
planning process automation in discrete systems of certain classes. In: Hu, Z., Petoukhov, S.,
Dychka, I., He, M. (eds.) Advances in Computer Science for Engineering and Education.
ICCSEEA 2018. Advances in Intelligent Systems and Computing, vol. 754, pp. 429–436.
Springer, Cham (2019). https://doi.org/10.1007/978-3-319-91008-6_43

Study of Theoretical Properties of PSC-Algorithm 161

http://dx.doi.org/10.1145/2344422.2344430
http://dx.doi.org/10.1007/978-3-319-98977-8_1
http://dx.doi.org/10.1007/978-3-319-98977-8_1
https://sites.google.com/site/shunjitanaka/sips/benchmark-results-sips
https://sites.google.com/site/shunjitanaka/sips/benchmark-results-sips
http://dx.doi.org/10.1007/BF01580393
http://dx.doi.org/10.1016/j.cie.2016.04.022
http://dx.doi.org/10.1016/j.cie.2016.04.022
http://dx.doi.org/10.1007/978-3-319-91008-6_43


www.manaraa.com

Dosimetric Detector Hardware Simulation
Model Based on Modified Additive

Fibonacci Generator

V. Maksymovych1, M. Mandrona1,2(&), and O. Harasymchuk1

1 Lviv Polytechnic National University, Lviv, Ukraine
volodymyr.maksymovych@gmail.com,

mandrona27@gmail.com, oleh.harasymchuk@gmail.com
2 Lviv State University of Life Safety, Lviv, Ukraine

Abstract. In this paper, a hardware simulation model of a dosimetric detector is
proposed, which is implemented on the basis of the Poisson pulse sequence
generator, based on the modified Fibonacci source additive. The peculiarity of
this structure is the possibility of an operational task of internal parameters and
the type of dosimetric detector. The statistical characteristics, which show the
conformity of the model’s output signal with the real output signals of the
dosimetric detectors in a wide range of exposure dose rates, are analyzed.
The purpose of the work is to develop and analyze the characteristics of the

hardware simulation model of DD on the PPSG with the use of PNG based on
the modified additive Fibonacci generator (MAFG).

Keywords: Modified additive Fibonacci generator � Dosimetric devices �
Poisson pulse sequence generator � Statistical characteristics

1 Dosimetric Detector

1.1 Introduction

Throughout the period of development, humanity has always been exposed to ionizing
radiation, because most of natural materials contain more or less radioactive elements.
Contemporary technical progress, which led to the emergence of nuclear weapons,
enterprises of nuclear power engineering, as well as violations of natural complexes,
which causes radiation pollution of territories has led to the need of accurate, prompt
and rapid detection of radiation emission, that is to improve dosimetric devices. Imi-
tation models of dosimetric detectors (DD) allow to optimize the parameters of dosi-
metric devices when they are designed, adjusted and verified. They can be created on
the basis of Poisson pulse sequence generator (PPSG). A lot of works are devoted to
designing and analyzing the hardware characteristics of the PPSG, among which the
following can be distinguished: [1–3], in which the Poisson sequence is formed by
means of analog technology; [4–6], in which the Poisson sequence is formed on the
basis of calculating the time interval to the next pulse; [7–9], in which the Poisson
sequence is formed on the basis of the pseudorandom number generator (PNG). The
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last way of PPSG realization, in our opinion, is the most promising, because, unlike the
others, it provides a clear time-fixing, convenient controllability and reliability.

1.2 DD Structural Scheme

The statistical characteristics of the radiation particles flux, which fall into the DD,
obey the Poisson distribution law [11–13]. The basis of the simulation model of
radiation source (RS) may be the PPSG. The output signal DD can also be reproduced
with the help of PPSG, taking into account the dead time of DD [14]. Based on this it is
expedient to consider the simulation model of RS and DD as a whole.

Hardware simulation models of dosimetric detectors can be used at the stages of
design, adjustment and testing of dosimetric devices. Their use simplifies these pro-
cesses, and in many cases, avoids the use of physical radiation sources. Such simulation
models can be implemented based on programmable logic integrated circuits (PLIC).

As the result of the research, authors proposed a PPSG scheme based on MAFG
[10–12, 15] that showed in Fig. 1. MAFG itself consists of registers Rg1 - Rg5,
combinational adders CA1 - CA3 and logical scheme (LS). Comparison scheme
(CS) and logical element AND provide the formation of a pulsed flux with a Poisson
distribution law. All structural elements of the MAFG, except of LS, operate in a
binary-decimal code.

Fig. 1. Structural scheme of PPSG based on MAFG
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At the output of the MAFG, that is, at the output of Rg5, a sequence of pseudo-
random numbers is formed in accordance with the expression:

xjþ 1 ¼ ðxj þ xj�1 þ xj�2 þ xj�3 þ aÞmod m ð1Þ

where xj, xj−1, xj−2, xj−3 – numbers in registers Rg4, Rg3, Rg2, Rg1 accordingly,
m = 10q, q – number of decades of scheme structural elements.

The value of the variable a is determined by the logical equation:

a ¼ ða00 þ a01 þ a02 þ a03Þ � . . .� aq�10 � aq�11 � aq�12 � aq�12
� �

: ð2Þ

where aij i ¼ 0; 1; 2; 3; j ¼ 0; 1; 2; . . .; q� 1ð Þ – the value of the bits of the binary-
decimal number in Rg5.

The number of Eq. (2) members can be choose from the range – 0 … 4*q.
Since, in this case, the maximum value of the number at the MAFG output is equal

to xmax = 10q, then the theoretical average value of the pulse frequency at the PPSG
output is determined by the equation:

fout ¼ G
10q

fm; ð3Þ

where G – control code, fm – clock pulse frequency.
Accordingly, the lower limit of the control code will be determined by the

expression:

G1 � 10q � kc � nmax
Tn

: ð4Þ

the upper – by expression:

G2 ¼ s � Xmax: ð5Þ

In this case, the value of the coefficient s is determined separately for the specific
implementation of the PNG and, under certain conditions, is close to the value of 0,1.

The structural scheme of the DD model is presented in Fig. 2. It consists of the
PNG on the basis of binary-decimals MAFG, as well as a frequency divider FD,
comparison schemes CS1, CS2, counter Ct, trigger Tg, multiplexer MUX and logical
elements AND1, AND2. The signal corresponding to the output of the DD is formed at
the output of the logic element AND2, and the signal simulating the radiation source
according to its characteristics - from the output of the logic element AND1.

The model can operate in two modes: with a not continuing type of DD dead time
[16] and a continuing type of DD dead time [14–17].

Before starting the schemes work in the registers Rg1 - Rg5 the initial values of
numbers are written – x(0) (Fig. 2), which allows for each new simulation experiment
to receive a new sequence of the DD model output signal.
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2 Statistical Characteristics

Table 1 shows the statistical characteristics of the DD model at such values xmax = 106,
fm = 106 Hz, fm = 2*105 Hz (Kfd = 5) i Tv = 10 s. Statistical characteristics are
determined using the equations given below.

The average repetition period of the PPSG output pulses is determined by the
expression:

fppsg ¼ G
Xmax

fm: ð6Þ

Value fppsg may also be found based on the values of exposure dose power (EDP) k and
sensitivity of the detector c:

fppsg ¼ k � c: ð7Þ

Equations (6) and (7) determine the value of the control code G:

G ¼ k � c � Xmax

fm
: ð8Þ

Fig. 2. Structural scheme of the DD model based on the MAFG
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The average number of pulses at the output of the PPSG for the time Tv is equal to:

k1avg ¼ Tv � fppsg: ð9Þ

The average pulse frequency at the output of DD with not continuing type of its dead
time sm is determined as follows [13]:

fout ¼ fppsg
1þ fppsg � sm ¼ k � c

1þ k � c � sm : ð10Þ

The value of the control code Tm code is determined by the equation:

Tm ¼ sm � fm: ð11Þ

The average number of pulses at the output of the simulation model for the time Tv is
equal to:

k2avg ¼ Tv � fout ð12Þ

The average pulse frequency at the output of the detector with a continuing type dead
time is determined by the equation [18]:

fout ¼ fppsge
�fppsg�sm : ð13Þ

It is known that for a PPSG output signal, the number of pulses k1 of the Poisson pulse
source, fixed in time Tv, with a reliable probability of 0.95, must be within range [16, 19]:

k1avg � 2
ffiffiffiffiffiffiffiffiffi
k1avg

p
\k1\k1avg þ 2

ffiffiffiffiffiffiffiffiffi
k1avg

p
: ð14Þ

where k1avg is determined by Eq. (9).
At sm 6¼ 0 the output pulse flux of the DD model, as well as the output pulse flux of

the dosimetric detector, does not correspond to the Poisson law of distribution. This is
explained be the fact that during the dead time it is impossible to form output pulses.
We have done and confirmed, as a result of the research, the assumption that the
number of output pulses of the model k2, fixed in time Tv, with a reliable probability of
0.95 is within range [14, 17]:

k2avg � 2 � jm � ffiffiffiffiffiffiffiffiffi
k2avg

p
\k2\k2avg þ 2 � jm � ffiffiffiffiffiffiffiffiffi

k2avg
p

; ð15Þ

where k2avg is determined by the Eq. (12), and km by equation:

jm ¼ 1
1þ k � c � sm : ð16Þ
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The number of pulses k1 of the Poisson pulsed flux at the output of the PPSG, that
is, at the output of the logical element AND1 (Fig. 2), fixed in time Tv, with a reliable
probability 0,95 must be within the limits defined by the expression (14), where k1avg is
determined by the Eq. (9).

The number of output pulses of the DD model with the dead time of the not
continuing type, that is, the output pulses of the logical element AND2, – k2, fixed in
time Tv, with a reliable probability 0,95 is within the limits defined by the expression
(15), where k2avg is determined by the Eq. (12), and km by Eq. (16).

In Figs. 3, 4, 5, 6, 7 and 8 the results of the study of statistical characteristics of the
simulated DD model with the not continuing type of dead time are presented, for
different values EDP – k and different initial states x(0) of MAFG registers.

Table 1. Statistical characteristics of the DD model at xmax = 106, fm = 106 Hz, fm = 2*105 Hz
(Kfd = 5) i Tv = 10 s

k,
µR/h

c, Hz/
(µR/h)

sm,
µs

G Tm fppsg,
Hz

k1avg Type of DD dead time

Not continuing Continuing
fdd, Hz k2avg fdd, Hz k2avg

10 0,02 10 1 10 0,2 2 0,2 2 0,2 2
100 1 100 0,2 2 0,2 2 0,2 2

0,04 10 2 10 0,4 4 0,4 4 0,4 4
100 2 100 0,4 4 0,4 4 0,4 4

20 0,02 10 2 10 0,4 4 0,4 4 0,4 4
100 2 100 0,4 4 0,4 4 0,4 4

0,04 10 4 10 0,8 8 0,8 8 0,8 8
100 4 100 0,8 8 0,79994 7,9994 0,79994 7,9994

…………………………………………………….
103 0,02 10 100 10 20 200 19,9960 199,960 19,9960 199,960

100 100 100 20 200 19,9601 199,601 19,9600 199,600
0,04 10 200 10 40 400 39,9840 399,840 39,9840 399,840

100 200 100 40 400 39,8406 398,406 39,8403 398,403
…………………………………………………….
104 0,02 10 1000 10 200 2000 199,601 1996,01 199,600 1996,00

100 1000 100 200 2000 196,078 1960,78 196,040 1960,40
0,04 10 2000 10 400 4000 398,406 3984,06 398,403 3984,03

100 2000 100 400 4000 384,615 3846,15 384,316 3843,16
…………………………………………………….
105 0,02 10 104 10 2000 2*104 1960,78 19607,8 1960,39 19603,9

100 104 100 2000 2*104 1666,66 16666,6 1637,46 16374,6
0,04 10 2*104 10 4000 4*104 3846,15 38461,5 3843,15 38431,5

100 2*104 100 4000 4*104 2857,14 28571,4 2681,28 26812,8
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At the same time, the following values were fixed: q = 6, xmax = 106, fm = 106 Hz,
fm = 2*105 Hz (FD dividing coefficient - Kfd = 5) i Tv = 10 s, sm = 100 fs,
c = 0,04 Hz/(µR/h).

а b
n

320

360

400

440

480

k1

0 20 40 60 80 100 0 20 40 60 80 100
n

320

360

400

440

480

k2

Fig. 3. Statistical characteristics of the simulation model DD at k = 1000 µR/h and initial states
x(0) of MAFG registers Rg1-Rg5 – 0, 0, 0, 0, 1 accordingly.
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Fig. 4. Statistical characteristics of the simulation model DD at k = 1000 µR/h and initial states
x(0) of MAFG registers Rg1-Rg5 – 0, 0, 0, 0, 111111 accordingly.
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Fig. 5. Statistical characteristics of the simulation model of DD at k = 10000 µR/h and initial
states x(0) of MAFG registers Rg1-Rg5 – 0, 0, 0, 0, 1 accordingly.
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Fig. 6. Statistical characteristics of the simulation model of DD at k = 10000 µR/h and initial
states x(0) of MAFG registers Rg1-Rg5 – 0, 0, 0, 0, 111111 accordingly.
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Fig. 7. Statistical characteristics of the simulation model of DD at k = 100000 µR/h and initial
states x(0) of MAFG registers Rg1-Rg5 – 0, 0, 0, 0, 1 accordingly.
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In Figs. 3, 4, 5, 6, 7 and 8 the following notations are accepted: n – sequence
number of next interval Tv the middle dashed lines correspond to the values k1avg (9)
and k2avg (12), and the upper and lower – to the limits of inequalities (14) i (15).

3 Conclusions

Statistical characteristics which are shown in Figs. 3, 4, 5, 6, 7 and 8 confirm that the
output pulse sequences of the DD model correspond to real DD output signals in a wide
range of exposure dose power values k. At the same time, it becomes possible to set the
internal parameters of the DD model: value of dead time sm, sensitivity DD c, as well as
specify the type of DD (with a dead time of not continuing or continuing types).

The main advantage of the proposed hardware model of the dosimetric detector is
that with its help, the processes of adjustment and testing of dosimetric devices can be
carried out without the use of hazardous physical sources of radiation.
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Abstract. Nowadays the real-time object tracking in video streams is an
important problem in smart city applications. One of the problem of smart city
monitoring such as the flame detection task in real time is considered. The flame
as the object of interest is one of the most complex objects tracking. This is due
to the lack of time and space invariance in all features of the object of interest. In
accordance with this fact, the computational processes are characterized by high
computational complexity and latency of program tracking procedures. There
are several basic approaches to minimizing computing costs and reducing time
delays (shifts). Using the ROI is one of them. Thus, a new model of the
hypothesis generator for the effective evaluation of ROI is proposed.
The task of the generator is to select the areas that contain a fire in the video

stream. In this case, the main criterion for identifying the region is the index of
complexitivity. Due to using the proposed model, the classification procedures
quality is increased, and as a result, computing costs of the tracking methods is
reduced in general. The many experiments based on both benchmarks and real
data sets have confirmed the effectiveness of the proposed approach.

Keywords: Computer vision � Regions of Interest � Machine learning �
Flame detection � Hypotheses Core Generator (HCG)

1 Introduction

Nowadays the real-time object tracking in video streams is an important task in
computer vision applications [1–5, 23–29]. The flame detection is the special problem
[6–9] in the tracking systems because the flame (as the region of interest) can be
identified both an object and a process. If the flame is considered as an object than the
main problem is the change of the geometrical shapes. In some cases, this change may
have a rather high fluctuation character, which is determined both by internal and
external factors. If the flame is considered as a process than the main problem is the
fluctuating change in color characteristics at the time interval of the process. A typical
up-to-date flame tracking scheme is shown in Fig. 1. Each of the stages, which is
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shown in Fig. 1, is a set of mathematical procedures and methods that require sig-
nificant computing resources. As a result, after implementation of each stage, the time
delay can be very large. From a real-life point of view, the early detection of fire is a
precondition for preventing the adverse effects. However, as a rule, the color param-
eters on the image of the fire, even in the short time interval from the moment of its
appearance, can change very high. As a result, the identification of the flame becomes
impossible if the tracking method does not take into account these changes.

All these problems greatly complicate both tracking and possible flame analysis in
real-time mode. Therefore, only those regions that only have an image with flame are
tried to fed to the input of identifier. This is needed for reducing the number of analysis
areas that have not a practical interest. As a result, the computing costs are reduced,
which it allows reducing latency or adding a new application analysis. The methods,
which is currently used to determine ROI, typically become highly specialized for
tracking flame. For example, for cases when the fire is in the open air in the morning
light or in the room during evening lighting, you need quite different techniques for
determining the ROI. It is considered that the sources of fire are the same. If the sources
of the flame, geometric distances, levels of smudging, atmospheric influences are
different, then the task is complicated several times.

Therefore, we have proposed the new methodology of obtaining ROI, which is
characterized by a high stability toward “open air”/“closed area” systems. The pro-
posed method allows increasing the maximum distance to the fire, which can be
identified and tracked. This makes it possible to organize control of large areas with a
minimum number of video cameras. And, finally, it allows decreasing the tracking
latency. The proposed evaluation of ROI is based on the use of the hypothesis gen-
erator. The task of the generator is to select the areas that contain a fire in the video
stream. In this case, the main criterion for identifying the region is the index of
complexitivity. Due to this index, it is possible to minimize the geometric dimensions
of the area with fire. The obtaining ROIs form a set of input data for tracking proce-
dures. Usually, such procedures are based on methods of machine learning. In order to
provide a visual representation of the effectiveness of the hypotheses generator, we
have used the convolutional neural networks. The goal of the proposed approach is to
increase the classification procedures quality and to reduce the computing costs of the
tracking methods.

Fig. 1. A typical up-to-date flame tracking scheme
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2 The Related Works

The most of approaches, which are used for detecting flames using the information
about motion, color or both of these features together. The color models such as HSV
[10], RGB [11, 12], YUV [13, 14], YCbCr [10, 15], or their combinations [16] are
widely used for detecting the flame features in video streams. To track moving objects
in the video sequences, a range of methodologies based on temporal or spatial features
are used to identify the possible changes. Among the existed algorithms, the most
usable and effective methods are the frame difference method [17], the method based
on the optical flow [18], and background subtraction method [19]. In counterpart to the
above-mentioned methods for in video streams, there are some methods which allow
realizing the classification using the hidden Markov models [20], the local binary
patterns [21], the wavelet analysis [22], etc.

3 The Main Problems of the Flame Detection in Video
Streams

The complexity of the object of interest and the specificity of the burning process set
the specific conditions for the solution of the tracking task with high quality.

The real time mode requires the minimal time delays in processing. In this case, the
number of correctly identified objects (True positive, TP) should be maximized and the
number of incorrectly identified objects (True negative, TN) should be minimized.
Reducing the number of false identification of “true” objects (False positive, FP) and
the number of objects, which are incorrectly belonged to the “false” category (False
negative, FN) is natural in this case. The main problem is a combination of solving
these tasks in one detector. Usually, when the quality of FP definition is high, the
quality of FN is decreased. Achieving some optimal quality for both cases of FN and
FN usually leads to a significant increase in computing resources. And this fact
increases time delays and as result, we cannot solve the tracking task in real-time mode.

As a way to increase the quality of the tracking it is necessary to provide some
degree of invariance to:

• The environmental influence – the closed or open places, a natural or artificial lighting,
a time change of lighting, availability of periodic or aperiodic external noises.

• The fluctuations of parameters of the burning processes – changing the color in
relation to changing the burning temperature or chemical properties of the source,
the appearance of separation of the object of interest, non- separation in case of
overlapping with other objects, the nonoccurrence of stable geometric forms of the
tracking object.

• Using the neural networks greatly simplifies the solution of these problems. At the
same time, an important factor is the possibility of additional training. The addi-
tional training provides the possibility of additional tuning in both boundary cases
and in cases of retraining system when new information features or such images
with objects of interest (which were not present in training datasets and have not the
characteristic features) are fed.
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4 The Hypotheses Generating Techniques for Video Streams
Tracking Systems

The HCG of had been proposed taking into account the main features of the flame as an
object of interest. Such generator allows obtaining the Regions of Interest (ROI). The
general diagram for obtaining the ROI is shown in Fig. 2.

The generator consists of the next stages: pre-processing a video stream; color
segmentation of a video frame; detecting the moving objects.

In comparison with the existed flame detection methods, the proposed core gen-
erator of hypotheses includes the advanced method of color segmentation. Also we
propose a three-frame difference method instead of the classical algorithms of detecting
moving objects. From the point of view of the color representation of the image, the
flame has some characteristic singularities. In particular, the different sources of flame
can give a flame of different colors in the same external conditions. Therefore, in the
case of images the segmentation problem is sufficiently non-trivial. The first problem
that was considered in the task of color segmentation of images with a flame was the
choice of color model. As a way to solve this problem, the effectiveness of such color
models as RGB, CIE L*a*b, HSV, and YCbCr was analyzed. For this purpose, a
dataset was created from 150 randomly selected images with a flame. The example of
the analyzed images is shown in Fig. 3. The randomness of choosing such images
means that images have different DPI, noise levels and backgrounds. The image seg-
mentation was performed using the k-means method. The choice of this method is
dictated, on the one hand by the simplicity of implementation, and on the other hand by
the minimization of the mean square deviation. The second characteristic was an
important parameter in estimation of the color models effectiveness.

The k-means clustering method allowed to easily identify the boundaries of areas
with the flame image. The number of clusters was set 4. The performed experiments
have confirmed the adequacy of this number of clusters (Fig. 4).

Video Frame

Color Segmentation

Treshold

ROI

Fig. 2. The general diagram for obtaining the ROI
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Although in some cases, it was necessary to increase the number of clusters to 8
(Fig. 5). Figure 4 shows the results of clustering in the case of 4 clusters, and Fig. 5
shows results for 8 clusters.

After identifying the boundaries of areas with flame image based on developed
rules, the image pixels were checked for belonging or not belonging to the category of
flame. After analyzing the obtained results, we can confirm that the HSV, YCbCr and
L*a*b color models are approximately equally and well suited for segmentation of

Fig. 3. The example of an analyzed images

Fig. 4. The result of k-means clustering method for the image with 4 clusters
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images with a flame. The RGB color model is not suitable for such segmentation. It is
clear that its fact is explained by color components with the same weight. For further
research, the model L*a*b was chosen. This choice is determined by the higher sta-
bility of the model for cases of separation of areas with a fire image. Figure 6 shows the
result of image segmentation based on the L*a*b color model. As mentioned above,
there are fluctuation changes in the boundaries of the object of interest among the
features of the fire image in the video stream. Therefore, the spatial methods of
identification and tracking in the case of fire as an object are ineffective. In the other
side, the fluctuations of the object boundaries can be used in the cases of the weak
separation of objects of interest or the availability of periodic micro noises.

The developed method belongs to the class of optical flow methods. It is based on
the classic method of frame difference, which allows determining the gradients of
changes in color values for each pixel.

Fig. 5. The result of the k-means clustering method for the image with 8 clusters
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The discrete binary function Mðx; y; tÞ of the color values differences ðx; y; tÞ for the
pixel with the coordinates (x, y) for the frame at the time t can be written in the form

8t[ 0; 8x 2 ½0; l�[ 0; 8y 2 ½0; h� :

D x; y; tþ 1ð Þ ¼
1; jcðx; y; tÞ � cðx; y; tþ 1Þj [ T;

0; jcðx; y; tÞ � cðx; y; tþ 1Þj � T ;

(
ð1Þ

where T is some threshold value, which defines the threshold response of the frames
difference method; l; h are the image width and height respectively.

The Eq. (1) is used for two frames difference. In practice, a three frames difference
is used very often. In the case of a sufficient amount of memory, such approach does
not significantly increase the computing resources but increases the accuracy of the
estimation of belonging to individual classes.

However, analyzing the existed video data set, it has been experimentally estab-
lished that information which is obtained by comparing only two frames (current and
next) is not sufficient to accurately verify the presence or absence of a fire in a video
stream. As a way to solve this problem, we have proposed to use the method with
regard to three frames. Such method allows with respect to additional features of the
motion of the object and providing a more accurate estimation of its belonging to a
certain class. In particular, morphological operations can be used to identify borders,
reduce noise, analyze shapes and textures, etc. There are 4 most general morphological
operations: closing (�), opening (�), dilation (⊖), erosion (⊕).

Fig. 6. The result of image segmentation based on the L*a*b color model
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These operations can be written in the form:

X}H ¼ X � Hð Þ	H ð2Þ
X � H ¼ X	Hð Þ � H ð3Þ

X	H ¼ x; yð Þ : H x;yð Þ 
X
� � ð4Þ

X � H ¼ x; yð Þ : H x;yð Þ \X 6¼ ;� � ð5Þ

where H 
 R2 is a structural element; X is an original image; H(x, y) is a set H to vector
(x, y) 2 R2.

During the progress of the development of the ROI generation approach, using the
binarization and operation of opening to reduce very small areas and possible artifacts
of the image (especially in the case of the video cameras with low-resolution) was
proposed. The results of the noise reduction is shown in Fig. 7.

5 Experiment Results

The experimental researches were performed based on the own dataset, which is
consisted of 10 videos with a flame. Some of these videos (5 videos) were freely
available on the Internet, some videos were filmed by authors in different conditions.

Total video duration was 16 min 46 s. We have obtained next results: the accuracy
rate is 64.3% and the completeness rate is 99.9%. Figure 8 shows the results of the ROI
generation. Figure 8(a) and (c) show the frames received from a video sequence, and
Fig. 8(b) and (d) show the results of their processing by the proposed core generator of
hypotheses.

Fig. 7. The example of noise reduction based on the morphological operations: (a) the original
binary image and (b) the image after applying the opening operation
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The effectiveness of the new model of the hypothesis generator is determined by the
decrease of the errors number in determining the ROI. Moreover, due to the principle of
maximizing the index of complexitivity, it was possible to reduce the area of the ROI
that includes the flame image. As a result, further ROI analysis we will already have
smaller input data with smaller dimensions, which it can significantly reduce the
computing complexity.

6 Conclusions

In the paper, the real-time flame detection approach using hypotheses generating
techniques is proposed. And as a result, we have obtained reducing the time delay of
operation of the common flame tracking procedures. It should be noted that reducing
the area of ROI is also useful in cases of further analysis and prediction of such process
as burning. For example, the estimation of temperature parameters will be more
accurate, since the number of pixels that do not determine the flame will be signifi-
cantly reduced. The computational experiments based on both benchmarks and real
data sets have confirmed the effectiveness of the developed approach.
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Abstract. Preparation of high-quality datasets for the urban scene under-
standing is a labor-intensive task, especially, for datasets designed for the
autonomous driving applications. The application of the coarse ground truth
(GT) annotations of these datasets without detriment to the accuracy of semantic
image segmentation (by the mean intersection over union—mIoU) could sim-
plify and speedup the dataset preparation and model fine tuning before its
practical application. Here the results of the comparative analysis for semantic
segmentation accuracy obtained by PSPNet deep learning architecture are pre-
sented for fine and coarse annotated images from Cityscapes dataset. Two
scenarios were investigated: scenario 1—the fine GT images for training and
prediction, and scenario 2—the fine GT images for training and the coarse GT
images for prediction. The obtained results demonstrated that for the most
important classes the mean accuracy values of semantic image segmentation for
coarse GT annotations are higher than for the fine GT ones, and the standard
deviation values are vice versa. It means that for some applications some
unimportant classes can be excluded and the model can be tuned further for
some classes and specific regions on the coarse GT dataset without loss of the
accuracy even. Moreover, this opens the perspectives to use deep neural net-
works for the preparation of such coarse GT datasets.

Keywords: Deep learning � Semantic segmentation � Accuracy � Cityscapes

1 Introduction

The current tendency in semantic image segmentation of traffic road conditions is
making high quality images labeling to produce fine ground truth (GT) annotations for
training and testing deep learning networks [1–3]. That stage of labeling is especially
difficult, as it can take several hours to fine annotate single image. Considering the fact,
that autonomous driving system can be used in different cities or regions, the model
tuning is necessary to achieve good segmentation accuracy. Despite the availability of
the proprietary (like Daimler AG [4], Tesla [5], etc.) and open-source datasets of traffic
road conditions (like Cityscapes [6], KITTI [7], CamVid [8, 9], DUS [10], etc.), the
lack of sample datasets for specific application regions hardens the model tuning stage.
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In the context of self-driving cars, for the some components like automatic braking and
anti-collision systems, it may be not necessary to annotate all possible object classes for
semantic segmentation tasks. It could be enough to select main classes such as a road, a
car, a person/pedestrian, traffic lights, and traffic signs. It could also not necessary to
make high quality annotations of the traffic condition while preparing training or testing
datasets. It is assumed that coarse objects shapes may be suitable for the common
object identification and localization on the road. Such a coarse annotation could
speedup a datasets preparation for the model adaptation to the different use cases and
model fine tuning before its practical application. But the problem is that the impact of
decreasing ground truth annotation quality on performance of semantic image seg-
mentation of traffic conditions was not investigated yet, especially for different classes
and in the presence of the specific application regions, for example, for cities and
countries with various architecture and urban life styles.

The main aim of this paper is to investigate the accuracy of semantic image seg-
mentation by classes and the impact of the GT annotation quality on the performance of
semantic image segmentation in the context of urban scene and traffic conditions
understanding. The Sect. 2. Background and Related Work gives the brief outline of
the state of the art in urban scene datasets, networks used, and specific problems of
dataset annotation. The Sect. 3. Experimental and Computational Details contains the
description of the experimental part related with the selected dataset, network, scenario,
and metrics used. The Sect. 4. Results reports about the experimental results obtained,
the Sect. 5. Discussion is dedicated to the discussion of these results, and Sect. 6.
Conclusions summarizes the lessons learned.

2 Background and Related Work

Currently, the street scenes are typically monitored by multiple input modalities and the
obtained results are represented in the various relevant datasets:

• A stereo camera, traffic light camera, localization camera—Daimler AG - Research
& Development proprietary solution and dataset [4];

• 8 surround cameras (in addition to 12 ultrasonic sensors and forward-facing radar;
the radar can see vehicles through heavy rain, fog or dust)—Tesla Autopilot pro-
prietary solution and dataset [5].

• A stereo camera rig that gives a diverse set of stereo video sequences recorded in
street scenes from 50 cities, with high quality pixel-level annotations of 5 000
frames in addition to a larger set of 20 000 weakly annotated frames,—Cityscapes
public dataset (https://www.cityscapes-dataset.com/) [6];

• Two stereo camera rigs (one for grayscale and one for color), 3D laser scanner, GPS
measurements and IMU accelerations from a combined GPS/IMU system, times-
tamps—KITTI public dataset [7];

• Traffic cam videos—the open access image database Cambridge-driving Labeled
Video Database (CamVid) (ftp://svr-ftp.eng.cam.ac.uk/pub/eccv/) [8, 9];

• Stereo image pairs—Daimler Urban Segmentation (DUS) public dataset [10].
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Recently, several new networks appeared, like PSPNet [11], ICNet [12], DeepLab
[13] and many others, and demonstrated the high performance with regard to the
accuracy of semantic image segmentation (by the mean intersection over union—
mIoU) and speed of prediction (by the inference time) of various object classes, for
example, for some of these datasets.

In addition to this, there is the comparative analysis of ICNet and PSPNet per-
formance with regard to several subsets of Cityscapes dataset including stereo-pair
images taken by left and right cameras for different cities [14]. It was found that the
distributions of the mIoU values for each city and channel are asymmetric, long-tailed,
and have many extreme outliers, especially for PSPNet network in comparison to
ICNet network. The results obtained demonstrated the different sensitivity of these
networks to: (1) the local street view peculiarities (among different cities), (2) the
change of viewing angle on the same street view image (right and left data channels).
The differences with regard to the local street view peculiarities should be taken into
account during the targeted fine tuning the models before their practical applications.
For both networks, the information from the additional right data channel is radically
different from the left channel, because it is out of the limits of statistical error in
relation to the mIoU values. It means that the traffic stereo pairs can be effectively used
not only for depth calculations (as it is usually used), but also as an additional data
channel that can provide much more information about scene objects than a simple
duplication of the same street view images.

In the view of the aforementioned background and the different quality of annotated
images in various datasets, the aim of this work stated in Sect. 1. Introduction was
formulated as impact study of ground truth annotation quality on performance of
semantic image segmentation of traffic conditions. That is why we have tried to esti-
mate the difference between accuracy values while applying fine and coarse annotated
ground truth images.

3 Experimental and Computational Details

Here PSPNet network was used as semantic image segmentation model. It took the first
place in ImageNet [15] scene parsing challenge in 2016, PASCAL VOC [16] and
Cityscapes semantic segmentation benchmarks. The goal of this network was to extract
complex scene context features. While solving the several common issues such as
mismatched relationship, confusion categories and inconspicuous classes, it introduce
the state-of-art pyramid pooling module which extend the pixel-level features to make
the final prediction more reliable. This module separates the feature map into four
different pyramid scales and form the pooled representation for different locations. It
allows collecting levels of information, more representative than the global pooling.

For this investigation images from Cityscapes dataset were used that correspond to
several German cities like Frankfurt (267 images), Munster (174 images), Lindau (59
images) with fine GT (Fig. 1), and Erlangen (265), Konigswinter (118), Troisdorf
(138) with coarse GT (Fig. 2).

Impact of GT Annotation Quality on Performance of Semantic Image Segmentation 185



www.manaraa.com

Because of the large amount of the recorded data, Cityscapes dataset provide fine
and coarse annotated images. The fine image annotation means pixel-precision anno-
tation for 30 classes for 3 cities, containing 5 000 images in total. The coarse image
annotation means line-precision annotation for the remaining 23 cities, containing
20000 images in total, where a single image was selected every 20 s or 20 m driving
distance and spending less than 7 min of the annotation time per image [17].

PSPNet network, pre-trained on Cityscapes dataset, was applied to these data
subsets to measure the image prediction accuracy (mIoU) and compare them for fine
and coarse ground truth annotations for the corresponding cities. The whole workflow
was carried out according to the scenarios 1 and 2 described in the Table 1, namely, for
scenario 1 the fine GT images were used for training and prediction, and for scenario 2
the fine GT images were used for training and the coarse GT images were used for
prediction. It should be noted that scenario 1 was already implemented in our previous
work [14] and scenarios 3 4 are under work right now and will be published elsewhere
[18]. In this, work the following main classes, which could be used in the autonomous
driving tasks, were selected: a road, a car, a person/pedestrian, traffic lights and signs
classes.

Fig. 1. Example of the original image from Cityscapes dataset (left) and its fine ground truth
with pixel-wise precision (right) for Munster.

Fig. 2. Example of the original image from Cityscapes dataset (left) and its coarse ground truth
with line-bounded precision (right) for Troisdorf.
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All experiments were conducted on the basis of TensorFlow framework [19] on the
workstation with the single NVIDIA GTX 1080 Ti GPU card with CUDA 8.0 and
CUDNN 7.

4 Results

The accuracy of semantic image segmentation was measured by the mean intersection
over union (mIoU) parameter. It was used to compare the per-class prediction per-
formance for images with the various segmentation quality (fine and coarse GT
annotations) for the following classes: a road, a car, a person/pedestrian, traffic lights
and signs. The results of accuracy measurements obtained by PSPNet network for
different classes and quality of semantic image segmentation are shown for the cor-
responding cities in Fig. 3.

Fig. 3. Per-class accuracy (mIoU) values for each city with fine (a) and coarse (b) GT obtained
by PSPNet network.

Table 1. Scenarios for comparison of impact of ground truth annotation quality.

Scenario Training Prediction Implementation

1 Fine Fine [14], this work, [18]
2 Fine Coarse this work, [18]
3 Coarse Fine [18]
4 Coarse Coarse [18]
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The mean and standard deviations of per-class accuracy (mIoU) values for all cities
are shown in Fig. 4 and listed in Table 2 for fine (Fig. 4a) and coarse (Fig. 4b) GT.

The common tendency is that the means of per-class accuracy (mIoU) for all cities
with fine GT are lower than for the coarse GT, and it is vice versa for the standard
deviations of mIoU.

Fig. 4. Mean and standard deviations (shown by whiskers) of per-class accuracy (mIoU) values
for all cities with fine (a) and coarse (b) GT.

Table 2. The mean and standard deviations (shown by whiskers) of per-class accuracy (mIoU)
values for all cities (Fig. 4).

Object class Mean Standard
deviation

Fine Coarse Fine Coarse

Road 0.89 0.99 0.14 0.007
Car 0.85 0.95 0.04 0.02
Traffic sign 0.62 0.83 0.05 0.05
Person 0.5 0.78 0.12 0.07
Traffic light 0.33 0.63 0.19 0.06
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The presented plots for fine and coarse GT allow us to make their comparison with
regard to the accuracy (mIoU). Variations of mIoU (Fig. 3) among classes with fine
and coarse GT can be very big, for example, for fine GT (Fig. 3a) the mIoU was equal
to 0.5 ± 0.07, and the worst segmented was the traffic light class with the mIoU equal
to 0.33 ± 0.19. The best segmented classes were the road and car ones, with the mIoU
equal to 0.89 ± 0.14 and 0.85 ± 0.04, respectively (Fig. 4a, Table 2). The mIoU for
the traffic sign class was equal to 0.62 ± 0.05, and for the person class it was equal to
0.5 ± 0.12, except for Lindau city, where it was equal to 0.38.

As to the coarse GT, the mIoU was greater than 0.6 for all classes (Fig. 3b). The
road and car classes were the most accurately segmented ones with the mIoU equal to
0.99 ± 0.007 and 0.95 ± 0.02, respectively (Fig. 4b, Table 2). The person class
accuracy was equal to 0.78 ± 0.07, except for Troisdorf city, where it was equal to
0.71 (Fig. 3b). The traffic light and sign classes have accuracy equal to 0.63 ± 0.06
and 0.83 ± 0.05 respectively.

Fig. 5. Distributions of accuracy values (mIoU) for set of left images with fine ground truth
from cities: (a) Frankfurt, (b) Lindau and (c) Munster.
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The distributions of the IoU values were determined for each type of GT annota-
tion: fine—(Frankfurt, Munster, Lindau); coarse – (Erlangen, Konigswinter, Troisdorf),
and presented in Figs. 5 and 6, respectively.

The qualitative analysis of distributions for the fine GT allows us to make the
assumptions that they are asymmetric, and long-tailed (Fig. 5). In contrast, the distri-
butions for coarse ground truth are short-tailed and have fewer outliers (Fig. 6).

5 Discussion

The results obtained allow us to compare the accuracy values of semantic image
segmentation for images with different GT annotations: fine and coarse. While coarse
annotated images are less detailed compared with fine annotated images, they still
allowed us to identify, localize, and segment rough shapes of the objects from the
preselected classes in the context of urban scenes. It is assumed that it can be suitable

Fig. 6. Distributions of accuracy values (mIoU) for set of left images with coarse ground truth
from cities: (a) Erlangen, (b) Konigswinter and (c) Troisdorf.
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for autonomous car task where the object localization may be much more important
than getting the exact shape of the object.

In general, the IoU values for coarse GT annotated images were greater than for the
fine GT annotated ones. It can be explained by the assumption that objects in coarse GT
images have more rough shapes (than in the fine GT images) that are more close to the
correspondent pre-trained primitives inside the model itself and the accuracy is mea-
sured regarding their overlapping. In reverse, the objects in fine GT images have more
detailed shapes (than in coarse GT images) that are far from to the correspondent pre-
trained primitives inside the model itself.

But it should be realized that the presented results are based on the coarse seg-
mentation analysis for only three cities from Cityscapes dataset. Therefore, the relia-
bility of these results for other cities and countries should be verified by the wider range
of images on other cities and countries that is under work right now. In addition, the
current model was trained on Cityscapes dataset with fine GT annotations, namely for
scenarios 1 and 2 (Table 1). And it is worth to estimate the segmentation accuracy for
scenario 3 (Table 1), i.e. for the cases of training on coarse GT annotated images and
prediction on fine GT images, and scenario 4 (Table 1), i.e. for the cases of training on
coarse GT annotated images and prediction on coarse GT images. But these results are
under work yet and will be reported in details elsewhere [18].

Considering the fact that creating quality datasets for urban scene understanding is
a labor-intensive task, especially, for datasets designed for autonomous driving
applications and model fine tuning before their practical applications, we proposed to
limit object classes to only necessary ones. The further question can be raised about
excluding some irrelevant classes (like a sky, a building, a vegetation and sidewalk) in
some applications like emergency braking and anti-collision systems [20–22] and other
applications [23–26].

The accuracy comparison for fine and coarse GT annotated images allow us to raise
the question that deep neural networks may be used for creation of coarse GT annotated
datasets which can be edited and used for fine tuning the pre-trained models for the
specific application regions.

The additional promising development of this work could be related with the more
rational segmentation where an object shape could be segmented not in the fine pixel-
wise way, but by the means of only specific coarse features using lines, curves, arcs,
etc. For example, such rational per-class segmentation for the road could be imple-
mented by complex lines or arcs, for cars—by polygons, for traffic signs—by geo-
metric primitives like ellipses and polygons, etc. But for the complex objects like
pedestrians, some optimal methods should be investigated to distinguish moving
people, as potentially more dangerous, and standing ones.

6 Conclusions

The comparative analysis of semantic segmentation accuracy was performed in this
work. The results were obtained by PSPNet deep learning architecture for fine and coarse
annotated images from Cityscapes dataset. The four possible scenarios of training/testing
on fine/coarse GT images were proposed and two of them were considered: scenario
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1—the fine GT images for training and prediction, and scenario 2—the fine GT images
for training and the coarse GT images for prediction.

The results shown that for the most important classes (road, car, person/pedestrian,
traffic light, traffic sign) mean accuracy values of semantic image segmentation for
coarse GT annotations are higher than for fine GT ones, and the standard deviations are
vice versa. Despite the coarse annotated images are less detailed compared with fine
annotated ones, they still allowed us to identify, localize, and segment the rough shapes
of the objects from the preselected classes in the context of urban scenes. Moreover, it
was possible without detriment to the accuracy of semantic image segmentation
(mIoU). It means that for some applications (like emergency braking and anti-collision
systems) some unimportant classes (like sky, building, vegetation, sidewalk, etc.) can
be excluded and the model can be tuned further for some classes and specific regions
on the coarse GT dataset without loss of the accuracy even. Moreover, this opens the
perspectives to use deep neural networks for the preparation of such coarse GT data-
sets, and the usage of the more rational segmentation where an object shape could be
segmented not in a fine pixel-wise way, but by the means of only specific coarse
features using lines, curves, arcs, etc.
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Abstract. With the continuous expansion of the demand for applied engi-
neering talents in the society, in order to help students to develop comprehensive
practical ability and innovation awareness, it is necessary to carry out high-
quality experimental teaching work. Considering the status quo of mechanical
experimental teaching and the requirements of talent development, mechanical
experimental teaching reform based on BOPPPS model has been put forward in
this paper, and a mechanical experimental teaching management platform has
been built to improve the overall level of mechanical laboratory teaching.

Keywords: Mechanical experimental teaching � Teaching reform �
Teaching management platform � BOPPPS model

1 Introduction

The BOPPPS teaching model originated in North America and is a model for teachers
to design courses. This model has a good effect in strengthening the reflective function
and interaction of teaching. In the mechanical experiment teaching, the BOPPPS model
is introduced to integrate the teachers, students and administrators into the teaching
management platform, so that the teaching and learning interaction, teaching and
management interaction are combined.

In the teaching system, the scientific design of teaching content, organization form
and assessment method make the BOPPPS model cover the three links before, during
and after the class, so that the teacher can control every link of the experimental
teaching, which can evaluate the student’s learning effect and the teacher’s teaching
effect conveniently, and the quality and efficiency can be improved from the aspects of
teaching, learning and management.
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2 The Status Quo of Experimental Teaching of Mechanical
Specialty and the Requirements for Talent Development

Since February 2017, the Ministry of Education has actively promoted the construction
of new engineering, in order to cultivate diversified and innovative excellent engi-
neering talents [1]. Therefore, all colleges and universities are more focused on the
practicality of students’ knowledge and skills. As the cradle of technical talents, the
teaching practice of undergraduate colleges still differs greatly from the actual needs of
the society, and it cannot meet the needs of continuous development of professional
technology [2]. For this problem, we must pay close attention to the construction
of the universities experimental teaching to enhance the overall competitiveness of
students [3].

2.1 Analysis of Problems in Mechanical Experimental Teaching

At present, the problems in mechanical experimental teaching include the following
aspects:

(1) The experimental content is obsolete

In the experimental teaching of universities, most of the experimental contents are set
by the experimental instructors themselves. On the one hand, due to limitations of
space and funds, the experimental equipment is not updated in time, so that the
experimental content cannot be close to the development level of modern science and
technology. On the other hand, the teacher’s teaching content relies too much on
experimental textbooks, but the mechanical engineering guides on the market are
seriously lacking. Therefore, the teaching content has not been updated. For the reason
that, teachers need to constantly understand the actual needs of the project, update the
experimental equipment and design experimental content as much as possible to meet
the needs of the enterprise development.

(2) The experimental arrangement is unreasonable

Even if the experiment time is short, many teachers are still “pay attention to theory and
ignore practice”. The most of teachers spend a lot of time teaching the relevant
knowledge points and experimental principles. The left time for the students to
experiment is limited, which leads to the students lacking enough time to explore.
Students can only complete the task according to the steps of experimental guidance or
teachers’ demonstration, there is no time for them to think and create, greatly reducing
the quality of teaching.

(3) Single experimental means

The experimental types can be divided into demonstration type, verification type,
comprehensive design type and research innovation type. Most of the mechanical
experiments belong to the demonstration type and the verification type [4]. The stu-
dents passively accept the teacher’s experimental demonstration and imitate the
experiment steps to complete. Creativity and comprehensive ability are not improved.
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Therefore, experimental teaching should establish a new teaching mode that take
students as the main body and take teachers as the mainstay, heuristic teaching should
be adopted to give full play to students’ participation and enthusiasm, so that students
can change from imitation to innovation.

2.2 Requirements for Talent Development in Experimental Teaching

Under the background of new engineering, mechanical students must grasp theoretical
knowledge and have strong practical ability. In the aspect of knowledge learning,
students must master the principle and methods of mechanical design. Furthermore, in
the aspect of application of skills, students should have the abilities of innovative
thinking, independent research and development, design, and manufacturing [5]. Only
in this way can we satisfy the market demand for talents. Specific requirements include
the followings:

(1) self-learning ability [6];
(2) hands-on ability;
(3) comprehensive analysis ability;
(4) ability to combine theory with practice;
(5) innovative thinking.

3 Reform of Mechanical Experiment Teaching Based
on BOPPPS Model

In order to break the traditional experimental teaching method of “teacher demon-
stration, student imitation”, change the teaching subject, give full play to the student’s
main position, the BOPPPS teaching mode has been introduced to help teachers carry
out effective teaching reform. Combined with the characteristics of mechanical pro-
fessional practice, the experimental teaching reform based on BOPPPS needs to be
carried out from three aspects: experimental content, experimental organization form
and experimental evaluation mode.

3.1 Overview of the BOPPPS Model

The BOPPPS model consists of six elements: bridge-in, objective, pre-assessment,
participatory, post-assessment, and summary [7]. Bridge-in is to let students generate
learning motivation by inducing students’ curiosity [8]; Objective has pointed out that
the requirements and levels should be achieved through learning, which is mainly
based on the cognitive, emotional and skill categories of Bloom’s learning objectives
[9]; Pre-assessment is mainly used to measure learners’ knowledge, so as to guide
teachers’ follow-up teaching arrangements; Participatory is mainly based on active
learning strategies to make the learner deeply involved in the classroom to achieve the
teaching goal; Post-assessment is mainly to evaluate the level of the learners’ knowl-
edge that compare with the teaching goal [10]; Summary is mainly to give teachers and
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learners a chance to reflect. Students reflect on what they have learned. Teachers reflect
on the problems in this class and play the foundation for the next course.

3.2 The Reform of Experimental Teaching Content

Judging from the current teaching situation of mechanical professional experiment in
China, experimental teaching content has been neglect. But based on the characteristics
of mechanical professional, students’ demand for experimental teaching is increasingly
strong. The theoretical knowledge of mechanical major is very complicated. It is very
difficult for students to understand theoretical knowledge. In the teaching process, it is
often necessary to combine experiments to learn, which can deepen students’ under-
standing and memory of professional knowledge, and also help students to apply what
they have learned to solve specific problems [11]. Therefore, it is necessary to update
experimental content and add new comprehensive design and innovative experiments.

3.3 The Reform of Experimental Organizational Form

Under the guidance of the BOPPPS model, the organization of the mechanical
experimental course is divided into three stages, which is shown in Fig. 1. Before the
experiment, students should complete preview and pre-assessment, understand the
purpose of the experiment; course introduction, teaching objectives and participatory
learning are in the process of experiment; After the experiment, post- assessment and
summary should been implemented.

(1) Before the experiment

Due to the tight time and heavy tasks of the experimental teaching, in order to give
students more time to carry out the hands-on operation, the pre-assessment part of
BOPPPS combined with preview is placed before the experiment. Before the experi-
ment, students need to learn knowledge points and tutorials of mechanical experiment
independently on the experimental teaching platform, and complete online pre-

Objective

Participatory

Bridge-inPreview

pre-assessment

Post- assessment

Summary

Before experiment In experiment After experiment

Fig. 1. Experimental teaching organization based on BOPPPS
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assessment, in order to enhance the students’ self-learning ability while letting the
teachers understand the level of knowledge of students. So that teacher can adjust
teaching content to adapt the student’s level.

(2) In the experiment

In the experiment, bridge-in of mechanical experiments can be combined with the
actual project, which will lead students to think. At the same time, teacher should
emphasize the teaching objectives of the experiment. On the one hand, combining with
practice, students can understand theoretical knowledge better. On the other hand,
students’ ability to learn independently, analyze problems and solve problems can be
improve and students’ innovative thinking can be stimulated [12].

Students conduct experiments on a group basis, design experiments around the
problem and complete the construction, commissioning and operation. This kind of
experiment requires students to understand the operation method of experimental
equipment while familiarizing with and mastering the basic theoretical knowledge,
Moreover, It also requires students to integrate knowledge and practical experience,
analyze and summarize the problems and determine the solution. Participatory
experiments not only cultivate students’ hands-on ability and collaborative spirit, but
also stimulate students’ creativity [13].

(3) After the experiment

Based on the BOPPPS model, after the experiment, students should carry out post-
assessment and summary reflection. The post-test mainly includes the completion of the
experimental report. The teacher can understand the learning effect of the students
according to the post-test situation, find out the blind spots and the need to adjust and
improve the teaching content and arrangement. Students can understand their own
learning based on the results of the post-assessment, and do a good job review after
class [14].

At the same time, for the professional characteristics of machinery, teachers can
also provide follow-up learning resources for students to expand their knowledge,
encourage students to participate in the national college student mechanical design
competition, the national college students energy-saving emission reduction social
practice and technology competition, the national university crane design competition,
engineering training, independent innovation fund project, etc. So that students can
continue to develop innovative thinking and exercise practical skills on the basis of
experimental classes.

3.4 The Reform of Experimental Assessment Methods

Through the establishment of a comprehensive evaluation system for mechanical
experiments, the whole process of students before, during and after the experiment was
evaluated. The proportions were divided into:
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(1) Pre-assessment accounted for 20%;
(2) Operation performance in the experiment accounted for 30%;
(3) The quality of the experimental report is 50%. The final weighted statistics give

the results of the student’s experimental course.

4 The Construction of Experimental Teaching Management
Platform

The construction of teaching management platform is guided by deepening the reform
of experimental teaching [15]. The reform of mechanical experiment teaching based on
BOPPPS model needs to rely on the teaching management platform as the supporting
system.

4.1 System Architecture

The mechanical professional experimental teaching management platform architecture
mainly includes four aspects: support platform, basic resources layer, application ser-
vices layer, and interactive layer, as shown in Fig. 2.

Experimental 
project library

Dynamic 
database

PC Mobile

Mechanical experimental teaching management 

Expand 
resource 

Basic 
resources layer

Support
platform

Application 
services
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Interactive
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Pre-assessment system
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Attendance management 

Process management 

Score management system

Report management system

Fig. 2. Architecture design of mechanical experimental teaching platform
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(1) Support platform construction

Supporting platform as a carrier, connect to the basic resource layer, for teachers to
upload experimental-related learning materials, uplink application service layer, in
order to support reservation system, pre-assessment system, attendance management
system, process management system, score management system and report manage-
ment system [16].

(2) Basic resource layer construction

The basic resources layer include three basic resource libraries: experimental project
library, dynamic database, and expanded resource library [17]. The experimental
project library contains all the compulsory experimental projects and open experi-
mental projects of the mechanical experiment; the learning dynamic database can
collect the dynamic data of the student learning process in real time to support the data
analysis of the learning behavior; the expanded resource library contains various
mechanical experimental software, competitions, exercises and papers.

(3) Application service development

Application services layer include reservation system, pre-assessment system, atten-
dance management system, process management system, score management system
and report management system, which can support online experiment release, con-
figuration, management and real-time monitoring, etc.

(4) Interactive layer

The interactive layer is the support of the learning mode, which is used to support the
change of the learning environment under the “Internet+” education method, and
provides diverse learning platform support for students’ self-learning and personalized
learning [18].

4.2 The Function of Experimental Teaching Management Platform

The experimental teaching management includes experimental reservation system,
experimental pre-assessment system, experimental attendance management, experi-
mental process management system, experimental report management system, and
experimental score management system, as shown in Fig. 3. The function realization of
the experimental teaching management module can ensure the quality and order of the
experimental teaching.

(1) Experimental reservation system

The teachers will carry out experimental arrangements according to the opening plan of
the Academic Affairs Office before the experiment, open the teaching week, experi-
mental projects and experimental workstations on the mechanical professional exper-
imental teaching management platform. When the students pass the pre-assessment,
they can freely choose the experimental time, the experimental workstation, and make
an appointment for the relevant experiment.
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(2) Experimental pre-assessment system

The students conduct self-learning according to the learning materials provided by the
basic resource library (including mechanical related knowledge points, experimental
instructions, experimental teaching videos, experimental equipment operation guides,
etc.). And the teachers set pre-assessment for each experimental project on the plat-
form,the students must conduct pre-set after they have finished preparation.

(3) Experimental attendance system

Students will go to the laboratory to make experiments according to the appointment
time. The basic information of the students will be recorded by the student’s credit
card. After the card is swiped, the student’s name, class, student number, experimental
project name, experimental station, and experiment time are recorded in the system.
The teacher can counts the number of students, the number of absentees, and the
number of late arrivals according to the experimental attendance system.

(4) Process management system

By logging into the school’s student experiment management system, students can
effectively and timely view their experimental courses, including the time, location and
content of the experimental course. Teachers can understand the usage information of
experimental equipment at each workstation according to the experimental manage-
ment system, directly score according to the performance of the student’s experiments.
Moreover, the teachers can interact with the students online and answer questions.

(5) Experimental report management system

After the experiment, the students upload the experimental report to the experimental
report system. The teachers can view the student’s experimental report online and make
corrections. The students can also see the feedback result after the experiment, and can

Experimental teaching management platform

Reservation 

Appointment 
project 

Choose 
seat

Preview 

Pre-test People 
Counting 

Sign in Superv
ision

Assess
ment

Submit 

Correct
ion 

Calculat
ion 

Release

Pre-assessment Attendance Process Report Score 

Fig. 3. Experimental teaching management platform functional architecture
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download the revised experimental report to analyze the problems. It is good for
students’ continuous improvement.

(6) Experimental score system

The experimental evaluation method based on the reform of BOPPPS model is divided
into three parts, which are 20% of pre-assessment results, 30% of experimental oper-
ation results, and 50% of experimental report results. The pre-assessment results are
directly imported through the pre-assessment system. The experimental operation
results are directly imported through the experimental management system. The results
of the experimental report are directly imported through the experimental report
management system. After the three parts are obtained, the final results can be gen-
erated automatically in the experimental score system and can be released for student
inquiry.

5 Effect Analysis of Experimental Teaching Reform
and Platform Practice

According to the two-semester mechanical experiment teaching reform of our school,
combined with the application of BOPPPS model and teaching management platform,
the reform effect is remarkable, mainly reflected in the following aspects:

(1) The overall quality of students is improved

Comparing students’ enthusiasm for learning, operation, ability to solve problems,
nature of questions, and experimental reflection, it can be seen that students’ abilities
have been greatly improved, as shown in Table 1. They have changed their roles from
imitating experiments passively to participating in experiments actively. They have
developed the habit of independent thinking.

Table 1. Student ability comparison

Teaching method Content
Learning
motivation

Experimental
operation

Ability to
solve
problems

Type of
question

Experimental
reflection

Traditional
experimental
teaching

Average Imitation Dependent on
the teacher

Operational
type

Shallow

Platform
experiment
teaching

Positive Independence Analysis
independently

Thinking
type

Deep
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(2) The teacher’s experimental teaching level has been improved

After the reform, the teacher no longer just teach knowledge based on the contents of
the experimental guidebook, they design more innovative experimental projects, use
heuristic, case-based, project-based teaching methods to stimulate students’ interest in
mechanical experiments, and use “coaching” communication skills to guide students to
find ways to solve problems.

(3) The level of innovation competition has been improved

In recent years, there are more students of our school have participated in the National
College Students’ Mechanical Innovation Design Competition, the National University
Student Energy Conservation and Emission Reduction Competition, and the “Chal-
lenge Cup” National College Students Extracurricular Academic Science and Tech-
nology Works Competition and other innovative competitions. The quality of the
works has been improved, more and more students have won national awards.

6 Conclusions

The focus of the reform of experimental teaching methods is to cultivate students’
innovative spirit and comprehensive quality according to market and enterprise needs.
The BOPPPS model combined with the construction of the experimental teaching
management platform embodies a student-centered teaching philosophy that can help
teachers disassemble and analyze the teaching process, identify blind spots in teaching,
and improve and enhance teaching effectiveness. Let students not only attend in class,
but actively participate in wholeheartedly, thus effectively enhancing students’ interest
in learning, improving enthusiasm and initiative, practical ability, innovative ability
and ability to analyze problems and solve problems, so as to achieve teaching goals.
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Abstract. Aiming at the target of sport media professional talents cultivation,
this paper discusses the construction, application, use effect and related prob-
lems of sports events all media live broadcast training platform. For sports
communication specialty, it is an important task and sacred duty to cultivate
high-quality professionals with solid theoretical basis and practical ability
required in the workplace. The construction of all-media live training platform
for sports events is an effective approach of personnel training for the students
professionals, interns of provincial and municipal television stations, as well as
some sports commentators from the we-media public plat. Complying with the
principles of scientificity, subjectivity, coordination, professionalism and
growth, the paper describes an integrated live broadcast training platform system
and its construction. The design and evaluation of the system are carried out
from the perspectives of hardware, software, equipment, personnel and man-
agement. Through a comprehensive analysis, the focus and direction of
improvement are found, which is helpful for the training platform to increase its
effectiveness and play a greater role in the training and cultivation of sports
media professionals.

Keywords: All media � Sport event live broadcast � Training platform �
Sport media professionals

1 Introduction

The development of science and technology carries the world into a new era of multi-
media, even omni-media, or all media, as usually called, and brings the information
communication some brand new ways and means [1]. Dissemination of sports events is
currently accomplished not only by the traditional methods, such as television, radio and
newspaper, but with the real time live broadcast [2], which provides the staff including
hosts, commentators, and program directors updated requirements and higher pressure.

As a responsible unit of sport media professional (abbreviated as SMP) cultivating,
colleges and universities should do their utmost to offer the students comprehensive
equipment and condition to drill them systematically and provide them with specific
abilities in live broadcasting of sports event [3], so as to enable them to be proficient
and competent in the workplace in the future [4]. The construction of all-media live
training platform for sports events is put forward under this background.
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2 Research Background of All-Media Live Broadcasting
of Sports Events

Sports game and activities are approaching into and becoming an essential content of
public life nowadays [5]. The growing number of people is going to enjoy sports games
and to participate in various bodybuilding and fitness activities. The propagating of
sport events has getting increasingly greater demand and more channels.

In this era of all media, live broadcast of sports program is recognized as a kind of
diversified modes of communication based on the backdrop of sport culture and social
consumption. With the continuous promotion of “Internet+”, and the combination,
cross and fusion of sports science and journalism and communication, the live telecast
of sports events has considerable popularity [6], and gets more abundant means and
connotations. Sports communication has stepping into the age of “Micro Propagation”
where multifarious instant messaging services, e.g. micro-blog, We-Chat, micro video,
etc. go forward together, and shape an advanced pattern of integration and commu-
nication of different media [7].

Western Scholars proposed some research topics about media sports at the end of
last century. Chinese researchers, by contrast, focus on the technique issues on the
operational level, which belongs to a static study in essence, lacks new idea and
originality, and is difficult or impossible to solve practical problems.

Researching all-media live broadcasting of sports events from the perspective of
theory and practice is not only the need of international academic exchanges, but also
the demand of encouraging people to get physical and mental health [8], and promoting
our country to become a sports power.

3 Competence Requirements of Sports Media Professionals

Professional talents cultivated by sports media major need to possess high compre-
hensive quality and some specific skills and craftsmanship.

3.1 Being Jack of All Trades

SMPs have to be able to comprehensively understand and master knowledge of sports
activities and events [9], to arm themselves with a wisdom mind and a keen per-
spective, to make quick and accurate judgments, a precise and reasonable expression,
to accomplish enthusiastic while moderate interaction with the audience, and to deal
with all kinds of unexpected situations on the field in time [10]. Besides, it is vital for
them to acquire and know well some skill and the technical abilities to actualize the
real-time live broadcasting of sports events and activities effectively, so as to help the
audience understand the course of the competition, learn more about sports rules and
knowledge and achieve advanced health concept [11]. With the continuous develop-
ment of science and technology, new media forms, communication tools and forms are
constantly emerging, while SMPs need to keep up with the pace of the times in order to
make continuous progress and sustainable development.
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Professional skills a SMP is asked to have mainly include:

(1) The ability of spot control;
(2) Interacting with audience;
(3) Accomplishing interview, producing and broadcasting concurrently,
(4) Using new media tools adroitly.

3.2 Strong Practical Ability

SMPs should be multi-disciplinary talents with interdisciplinary knowledge and ver-
satility [12]. Under the all-media environment, the production process of news works is
more complex, which can be brought to success by the persons who are proficient in
specialist knowledge, and with a strong practical ability [13]. Only by fully grasping
various developed and innovative technologies, can they, the SMP talents, produce
excellent works and be competent for their job in the future [14].

In the process of professionals’ cultivation, it is particularly momentous and nec-
essary to take the practical ability strengthening as the top priority.

4 Basic Objectives and Principles of All-Media Live Training
Platform Construction

Different from the experimental platform training of science and engineering, the live
platform of sports events needs to pay more attention to the characteristics of sports
communication, according to different sports events, grasp the rules, mobilize the mood
of the audience, and guide them to watch the games enthusiastically and orderly.

4.1 Objectives of Training Platform Erecting

Sports events live media training platform, also called training system, center, or base,
is installed for the sake of achieving the following objectives:

(1) Build it into a practical training system adapting to the changeability, complexity,
instantaneity and scene of sports program production;

(2) Make it a fully digital experimental system with simple operation;
(3) Help it to become a teaching experiment system with low investment and high

efficiency, which is connected with the industry.
(4) Turn the platform into an experimental system to realize multi-disciplinary

accommodation, adapt to the learning characteristics of students majoring in
sports media, and provide for all students of 4 majors of the college [15].

In a word, it is necessary to establish the training platform system into an excellent
working base for cultivating compound and applied SMPs with innovative spirit and
practical ability.
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4.2 Principles of Training System Development

The development of all-media live training platform should follow the principles
hereinafter:

(1) Scientific principle
To make a correct decision and design of the platform with a scientific thinking
method, it is necessary to fully understand the demand of the system, evaluate the
reliability of technical means and predict their development, list arguments and
demonstration, and to put forward the plan and steps of implementation, so as to
ensure the scientificity and rationality of the design and establishing of the training
plat.

(2) Principle of subjectivity
The design of training platform should be focused on the cultivation of students
and be developed on the basis of “ability-based” concept. According to the
training objectives and requirements of SMPs, the function and structure of the
platform are designed exquisitely to enable it serve the growth of professionals
more effectively.

(3) Principle of harmony
Critical to the success of practical training platform fixing, some relationship must
be treated appropriate, including the relationship between theoretical teaching and
practical training, between teacher guidance and student operation, as well as the
responsibility allocation and obligation definition of teaching managers, so that
the platform can play a better role ideally.

(4) Principle of occupation
Focusing on the professional requirements and career demands of sports media
professionals in the future, the establishing of all-media live training platform is
carries out comprehensively for enhancing the practical ability of the student.
Correct design of modules and contents of the platform is on account of deeply
understand the actual requirements of employers.

(5) Principle of growth
The so-called “growth” here has multiple meanings. Firstly, it is necessary to help
students grow up continuously, to enable them to have more and more practical
abilities, and to effectively combine theoretical learning with practical training.
The second is to make the platform itself has the ability to grow up, so that the
procedure of training is called a process of continuous improvement and inno-
vation. The third one is about the growth of teachers. In the progress of designing,
constructing and experimenting of the training center, teachers’ ability is also
continuously increased and heightened.

5 Building of the All-Media Live Training Platform
for Sports Events

The setting up of training platform involves lots of contents, including hardware,
software, equipment, management, application and other aspects.
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5.1 Composition of Integrated Platform System

The training center of all-media live broadcasting for sports events is a multi-station
live broadcasting system [16], which mainly consists of three parts: the broadcasting
station, the encoder, and the code stream broadcasting control system [17].

In the process of equipment selection, the latest wire-cast integrated live signal
production system made by TELESTREAM company is adopted, which integrates
signal acquisition, broadcasting switching, trans-coding and pushing into one device,
and is capable to realize 8-channel signal pushing at the same time. The platform is also
equipped with four Panasonic AG-200 HD cameras and two Black-magic 4K HD
cameras to meet the demands of HD live broadcasting and program production, while
AVID system is used to package programs as required.

(1) Guide Station
There are many cameras in the studio. The broadcaster, like a program director,
transmits the video signals to the video switchboard through the signal line. In the
process of multi-signal broadcasting, the choice of different lenses and different
locations definitely determines the expressive power of the picture presentation of
film and video [18]. The director’s responsibility is to instruct the “cameraman” to
shoot, switch the scene and display special effects.

(2) Encoder
Soft compression is used to complete the coding process. A high performance
server with a streaming media compression card supporting soft compression is in
a position to complete the acquisition and coding of analog signals. The com-
pression and broadcasting software supports a variety of streaming media formats
and live broadcasting modes, as well as the support of adaptive streaming media
technology.

(3) Broadcast control desk
Another important part of the network live broadcasting platform is the broadcast
control of streaming media, which supports a large number of users to access the
live broadcasting system at the same time, and realizes information service, live
broadcasting, on demand and time-shift services. By connecting the encoder to the
nearest network port through a network cable, the live video stream is retrieved by
the broadcast server [19].

In fact, our school does not have a live broadcasting platform developed by our-
selves, but generally relying on the existing public live broadcasting platform, such as
Live Fish Fighting, Live Penguin, Live Dragon Beads, Always Broadcast and other
available live telecasts to carry out live games and programs.

5.2 System Architecture of Live Broadcasting Platform

The system structure of live broadcast center is divided into four parts: user layer,
business layer, service layer and front-end access layer. Their role is shown in Table 1.
Figure 1 illustrates the architecture of the live training platform for sports events.
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5.3 The Characteristics of Sport Competition Live Training System

As a typical one-stop solution, the training platform has complete functions and
prominent features, including: high-definition three-dimensional scene library,
importing three-dimensional scene by one key, virtual multi-screen video window
opening, program diversification interacting, streaming media synchronous live

Table 1. System structure of live training platform

User layer Provide a variety of systems, multi-terminal playback, third-party calls
business layer Provide unified and centralized management and operation channels
Service layer Including most of the business services in network TV scenarios
Front access layer Supporting multiple types of signal access

Fig. 1. Layered structure of live broadcast training platform
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broadcasting, multi-machine signal source inputting, professional-level broadcasting
operation, two-dimensional and three-dimensional media signal arbitrary switching,
high-quality signal source acquisiting, high-quality acquisition signal source
HDMI/SDI broadcasting interface, and single/double/four channel(s) high-definition
acquisition picture format selecting. At the same time, the platform primely supplies
high-quality 3D graphics rendering to enhance the reality of the scene, is able to offer
real physical light source projection, reflection/shadow simulation special effects,
furnishes key frame movement in three-dimensional spectacle, and reflects the vivid
effect and unlimited creativity.

The training platform truly embodies the concept and characteristics of “all media”.
Not only have many excellent video works been produced by the use of this live
broadcasting system, but also other kinds of results in the form of radio broadcasting,
newspaper manuscripts, ect. have gained remarkable achievements and fruits in the
multi-channel communication of mainstream media and self-media.

5.4 Team Construction of Live Training Platform

Cooperating with the platform of all-media live training, a student practice team “WH
Sports” has been set up, which had more than 30 members, was composed of graduate
students and undergraduates, and divided into three groups: planning report, signal
production and content operation.

The team joins lots of projects and participates in the on-site report and signal
production of many sports competitions inside and outside school, including the whole
process live report ofWuhan Zhuo-er of the Chinese League A, the signal production of
Hubei Men’s Volleyball Home Event of the National Super League, and the program
pushing of NBL Wuhan Contemporary Professional Basketball Club Home Event, as
well as the game event reporting of Table Tennis Super Wuhan Club Home Event. The
program output from the platform is also selected and broadcast by the mainstream TV
stations in the provinces and municipalities.

The team of live training platform not only plays an important role in specialty and
discipline construction, but also has a good impact on the industry, and recognized as a
unique and outstanding team in sports live broadcasting.

With this training platform, teachers and students are arranged to transcribe 64
matches of 2014 Brazil World Cup and dozens of matches in Russia World Cup in
2018 broadcasted or rebroadcasted by CCTV, to establish a corpus, and to carry out the
research on CCTV World Cup hosting from the angles of broadcasting, hosting,
commentary and commentary. Collating and summarizing the information of other
sports and competitions are also the jobs of the team. Besides, they complete the live
broadcasting of more than 100 sports competitions at all levels in the school every year,
accumulate abundant video materials for all kinds of sports games and activities,
promote the improvement of sports competitions, and to contribute to building a
healthy nation, which is called the Chinese dream.
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6 The Effect Analysis of All-Media Live Training Platform
for Sports Events

6.1 Functional Evaluation of Live Broadcast Training Platform

The establishment of training platform provides a more effective tool for teachers and
students to enhance their abilities and career development. It is necessary to compre-
hensively evaluate the implementation effect of the platform [20] and make it play a
better role through continuous improvement and optimization [21].

After extensive investigation, research and demonstration, 12 evaluation criteria are
determined to estimate the application effect of the live training platform, which are:

(1) Live broadcasting quantity, quality and level;
(2) Radio broadcasting and newspaper publication (be rebroadcasted, reprinted);
(3) Intercommunication and sharing with mainstream media;
(4) Student Competition Award-quantity and level;
(5) Platform utilization rate;
(6) Discipline and professional construction;
(7) Cooperation between industry, university and research;
(8) Scientific research achievements;
(9) Teaching research projects;

(10) Academic exchanges;
(11) Richness of the database; and
(12) Operation effect.

Using Fuzzy Comprehensive Evaluation Method, several experts are invited to
grade the various indicators according to the above 12 aspects, and rank the training
platforms according to the scoring situation of each university, so as to judge the effect
of the training platforms.

Assuming that n experts participate in the evaluation, they are scored according to
the consideration of 12 indicators separately.

If the score given by the expert No.j for the index i is Xij,
In the N scores of the index i, the relative score Xi of the index i can be determined

by eliminating the highest score Xmax and the lowest score Xmin and calculating the
average value as below:

Xi ¼
Pn

j¼1 Xij � Xmax � Xmin

n� 2

Among all 12 indicators, if the weight of the indicator No.i is Wi, the total score of the
training platform is obtained as follows:

S ¼
X

XiWi

The comparison of the use effects of the different all-media live training platforms for
sports events among M universities participated in the evaluation is made by ranking
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the scores in sequence, and then the situation and the using effect of the platforms are
easy-to-read.

In addition, the shortcomings are able to be found according to the scores of
different indicators in each training platform, which points out the direction for the
improvement of the system.

For the purpose of effect analysis, 4 similar live broadcasting platforms in different
universities are selected, while 15 experts are invited to score on 12 indicators above.
The final results show that our school’s live platform ranks first, with a score of 94.5.
Among the indicators, our scientific research achievements (No.8) and teaching
research projects (No.9) are relatively weak, with 74.8 and 76.1 points respectively.
This is the focus and key points of our work next period of time.

6.2 The Use Effect of All-Media Live Training Platform for Sports
Events

The construction of all-media live training base has achieved good results, mainly
reflected in four aspects, discussed below.

(1) By the application of the platform building, the teaching and practical condition of
the subjects has been improved.
The purpose of the project is to build the sports event live training platform into an
excellent base of teaching, research and practice with high efficiency and great
effect. In line with “Internet + sports” discipline groups, competition organiza-
tion, commentary and commentary, and the construction of related courses, some
effective ways and means of all media live broadcast of sports events are explored,
which gives full play to the advantages of the school’s rich resources about sports
and athletic activities, match organization, and talents. The development of the
training base offers a strong guarantee foe deeper study of “Internet + event
organizing”, provides a greater academic impact, and has formed a prominent
disciplinary superiority.

(2) With the construction of training platform of all-media live broadcast, the overall
quality of teachers and subject teams has been elevated.
Utilizing the conditions of all-media live training platform as fully as possible, the
research and practice of live broadcasting with omnimedia are continuously
promoted. The tasks of the practical system erecting also include deeply exploring
the use value of the experimental platform, to make it acting on the international
convention and in line with domestic advanced level in all media live broad-
casting, so that our voice could be heard by the world. It is extremely meaningful
to comprehensively put forward the mounting of an innovative talent training and
development system of “Talents + Projects + Platforms”, and to promote the
joint training and sharing of innovative talents, the cooperative training of
industry, universities and research institutes, and the “order-based” talent training
model.

(3) Improving the scientific research ability and innovation through the construction
of the platform.
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The all media live broadcasting training platform of sport event may play a great
part in scientific research and innovative practice by means of the full combination
of theory and practice. The targets and contents are to study the problems of
system planning, system control, coordination of various factors and their links,
decision-making, improvement of live broadcasting schemes, and application of
various technical means needed to solved problems in the live broadcasting of
sports events in the era of all-media, and then to carry out scientific research
deeply and improve the level of innovation practice constantly.

(4) Raise the quality of education by the utilization of the training system.
The application of the training platform has increased the teaching practice of
cultivating practical ability, aroused the students’ interest in learning, brought into
play the students’ subjective consciousness, realized the comprehensive assess-
ment of knowledge and ability, improved the teaching concept, methods and
means, and improved the teaching effect.

By the structuring of this practice platform, the course teaching and curriculum
building achieve fruitful results, provide students with real scene of live training places
and opportunities, exercise students’ practical operation ability, so that they can get
better exercise and more opportunities for growth. At the same time, it provides
comprehensive support for curriculum reform and specialty development, and expands
professional influence constantly.

Supported by the all-media live training platform for sports events, outstanding
professional talents stand out and emerge in an endless stream. A number of students
actively participate in various international, national, regional and inter-school com-
petitions which stimulate their vitality nicely. They actively participated in the national
and provincial competitions, such as golden microphone contests, sports events com-
mentary contests and some other competitions, achieved many honors and medals, and
have got highly praised by the industry.

7 Conclusions

It is the call of the times and the need of industry development and talent cultivation to
build a full-media live training platform for sports events. It is significant for SMPs in
the era of all-media to possess high comprehensive quality. They are expected not only
to be proficient in theoretical knowledge, but also be good at using knowledge to solve
practical problems. Only by having a strong operational ability, can talents be com-
petent at their job and performance remarkable in performance in the future.

The establishing of the platform involves many links such as hardware, software
and equipment. It also depends on the cooperation of managers, users and coordinators
to maximize its effectiveness. The research includes but is not limited to the operation
and application, while the more important thing is to seek countermeasures through
multi-disciplinary media research by means of the study of the training system to
improve the media literacy and sports literacy of the people, stimulate the enthusiasm
of the public to participate in sports, promote the physical and mental health of the
nation, and enhance their social interaction and social adaptability.
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Research on the establishment of all-media live training platform for sports events
is to give full play to the theoretical study and practical training, and their effective
combination, of sports media, so that the all-media live broadcast of sports events is
hopeful to become an important tool for the construction of sports power and the
improvement of national quality.
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Abstract. Multi-object tracking is a key research problem in computer vision
area, and with the fast development of the deep learning based image and video
processing algorithms, the performance and accuracy of multi-object tracking
methods are dramatically improved. However, current multi-object tracking
methods mostly focus on human and seldom animals, and usually there are too
many parameters, which make these methods very complicated and very hard to
use in practical scenarios. In order to solve these problems, we proposed an easy-
use multi-object tracking method based on bounding boxes and object appear-
ance features. In our method, we take animals as the tracking object. In order to
count the number of them in a closed area we firstly tracking and identify them
based on the fact that two different objects cannot appears in a same video frame
and the trajectory of an animal is continuous. Then, we store the appearance
features of each individual animal and when it cannot be identified by tracking,
we use appearance feature to re-identify it. Thirdly, we combined these two
methods and when the whole system converged to stable state, we can get the
total mumble of these animals. The results show that our method can tracking the
multi-object accurately and can be easily used in practice.

Keywords: Multiple object tracking � Bounding box � Appearance features �
Tracking by detection

1 Introduction

With the development of deep learning, object-tracking problem, including single
object tracking and multiple object tracking, attracts more and more attentions in the
computer vision area. Among all the methods, the tracking-by-detection paradigm is
most commonly used [1, 2]. In this kind of paradigm, an object detector is firstly used
in identifying the targets and then these identified objects across several video frames
associate the trajectory [3]. Some typical factors are usually taken into consideration,
such as the object appearance model, motion model and interaction model [4]. There
also exist some object tracking methods using traditional image processing algorithms,
such as [5–7]. However, the mainstream of object tracking methods are mostly based
on deep leaning.

To track the objects, usually the first step is to detect them and locate them by the
bounding box. A lot of deep learning object detecting method have been proposed,
such as SSD [8], MTCNN [9], Fast R-CRNN [10] and Yolo [11]. After get the
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bounding box of the moving objects, the feature maps of the corresponding targets can
be generated by such algorithms as FaceNet [12], DeepFace [13], SphereFace [14] and
Baidu Face recognition model [15].

In some scenarios, the real time tracking results are necessary, therefore a lot of
paper focus on online multiple object tracking. In [16], a CNN-based framework for
online multiple object tracking is proposed by utilizing single object tracker and in
addition, the spatial-temporal attention mechanism is used to handle the drift caused by
occlusion and interaction. A multiple object tracking named SORT (Simple Online and
Realtime Tracking) is designed in [17]. SORT integrate appearance information to
solve the longer periods of occlusions. In [18], Xian etc. use the markov decision
processes to formulate the online multiple object tracking problem as a decision
making model. In order to achieve real-time tracking goal, some researchers utilize
hardware to accelerate algorithms [19, 20]. In [20], Singh etc. using the hardware of
Xilinx ML510 FPGA board to accelerate the tracking method and achieve real-time
performance. In order to handle occlusion problem, a real-time object tracking algo-
rithm is proposed in [21], which can adaptively estimate the object scale and trains the
radial basis function neural network to solve the occlusion problem. Because of
multiple object tracking problem is a time series process, Deep RNN network are also
widely used. In [4], based on RNN, the appearance cues, motion priors and interactive
forces are combined to solve the multi-target tracking problem.

Although most researchers currently focus on human tracking, there are other
scenarios where the multiple object tracking can play an import role. In [22], in order to
track generic objects, a real-time deep object tracker named Re3 is proposed, which
utilize the object appearance, motion and the changing features over time.

From the discussion above, we can see that the current methods usually uses so
many parameters and make the application very complicate. To simply the tracking
approach and improve the performance, in [3], a high speed method is proposed
without using image information. This method only bases on the bounding box and
only uses the IOU (intersection over union) value to track objects over time.

By analyzing the current research work, we can find that their work most focus on
human and seldom other types of objects. Furtherly, we also want to simplify the
method and improve the performance and accuracy of multiply object tracking method.
Motivated by [3], we also use the bounding box to track object. But different with [3],
in order to solve the long period occlusion problem, we also combine the appearance
features. In our method, we take animals as the tracking object. In order to count the
number of them in a closed area we firstly tracking and identify them based on the fact
that two different objects cannot appears in a same frame and the trajectory of animal is
continuous. Then, we store the appearance features of each individual animal and when
it cannot be identified by tracking, we use appearance feature to re-identify it. Thirdly,
we combined these two methods and when the whole system converged to stable state,
we can get the total mumble of these animals. Therefore, we can achieve the goal of
tracking the animals based on bounding boxes and features and get their total number.

The rest of this paper is organized as follows. In Sect. 2, we will describe the
research problem in detail. In Sect. 3, we will propose our method of multiple-object
tracking by bounding box and features. We will present the experiment results in
Sect. 4 and draw the conclusion in Sect. 5.
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2 Problem Description

In order to count the number of the animals in a closed area, we use the multiple object
tracking method to track and identify the distinct objects. In this scenario, the target
objects are unchanged during a period. Because of the similarity between animals, the
appearance features are not sufficient to identify each individual. Therefore, we com-
bined the appearance features and bounding box to tracking animals.

Suppose there are a certain number of animals and we denote the total number is N.
This group of animals is denoted as O ¼ foiji in ð1; 2; . . .NÞg. We can capture the
video by a camera for a certain period. Suppose the number of frames in this video is T
and we denote these frames as F ¼ ffjjj in ð1; 2; . . .TÞg. In a certain frame fj, oij
represent that the object oi appears in this frame, and all the objects appear in frame fj
are recorded as Oj ¼ foijjoi appears in fjg. Therefore, in this video, the objects series
of appearing can be recorded as fO1;O2; . . .;OTg. After we get the bounding box of
each object, we can calculate the appearance feature map by the deep learning based
model such as FaceNet [12], which needs to be trained ahead. We denote the feature
calculating function as Xð�Þ and mj

i ¼ Xðo j
i Þ represents the feature map of o j

i . There-
fore, the corresponding feature map set of Oj is represented by (1), and the time series
of feature map of a certain object oi is denoted as (2).

W j ¼ fXðo j
i Þ where oi appears in the frame fj
�� g ð1Þ

Ui ¼ fXðo j
i Þ where fj contains the object oi
�� g ð2Þ

For a certain frame, there will be multiple objects. The relationship of these dif-
ferent objects can be described by intersection over union (IoU) as shown in (3). In (3),
Að�Þ represents the function that calculates the pixels of the certain area. op \ ok refers
to the intersection area of the corresponding bounding boxes of object op and ok ,
meanwhile op [ ok refers to the union area of these two bounding boxes.

IoUðop; okÞ ¼ Aðop \ okÞ
Aðop [ okÞ ð3Þ

When IoUðop; okÞ is zero, we also calculate the distance between two bounding
box, as shown in (4).

Dðop; okÞ ¼ distanceðcenterðopÞ; centerðokÞÞ
maxðwidthðopÞ; heightðopÞ;widthðokÞ; heightðokÞÞ ð4Þ

So, given the frame set F of a video record, we want to tracking the objects O both
by bounding box and appearance features and then get the total object number N.
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3 Method

To solve the problem describe in Sect. 2, there are two facts we need to utilize. Firstly,
the two objects in the same frame cannot be identical. Secondly, the trajectory of an
object is continuous. Based on these we can identify the object in and between frames.

3.1 Checking Identical Objects

For a certain video frame fj, we check if any two bounding boxes belong to a same
object by (5). In (5) Iðo j

p; o
j
kÞ ¼ 1 represents that object o j

p and o j
k are identical and

otherwise they are two different objects. We can set an IoU threshold and according to
the IoU values of these two objects to check if these two objects are identical or not.

Iðo j
p; o

j
kÞ¼ 1; if IoUðo j

p; o
j
kÞ[ IoUthreshold

0; else

�
ð5Þ

3.2 Identify Objects in Continuous Frames Based on IoU

For two continuous frames, fj�1 and fj, we also check any two objects, which separately
located in these two frames, are identical or not by IoU value. However, things become
more complicated in this scenario and we cannot get the result only by a simple
threshold value. Because of occlusion usually happens, some object may appears in
frame fj�1, but does not appears in frame fj and vice versa. Therefore, we need to use
both the IoU value and appearance features.

Oj�1 and Oj respectively denote the object set in frame fj�1 and fj. oj�1
p 2 Oj�1 and

o j
k 2 Oj respectively represent the two objects in this two frames. The problem is two

check whether any oj�1
p and o j

k pair is identical or not.
Firstly, we calculate the IoU matrix on each pair of objects. This matrix is as shown

in Table 1.

Table 1. The IoU matrix of all the object pairs.
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Secondly, we set a IoU threshold between the two continuous frames, which is
referred to as IoUj�1;j

Threshold tracking. Any pair of objects ðoj�1
p ; o j

kÞ whose IoU value is

greater than IoUj�1;j
Threshold tracking is considered to be potential identical objects. There-

fore, we can construct an IoU matrix which constructed by the potential identical
objects as shown in Table 2. For simplicity, we suppose that there are three objects and
four objects in frame fj�1 and fj respectively.

Thirdly, we select the maximal value in the potential identical object sets, and the
corresponding pair of objects are considered identical. Then, we remove these two
objects from the object sets and delete the corresponding row and column of Table 2.

Table 2. The IoU matrix of potential identical objects.

0.78 0.94 0.79

0.91 0.85 0.74

0.96

0.91 0.74

0.78 0.82 0.94 0.79

0.79 0.83 0.88

0.740.850.770.91

Fig. 1. The process of searching identical objects based on the IoU values.
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We repeat this process until one of the object set oj�1 and Oj is empty. This process is
shown in Fig. 1. For clearly describe the process, we assign some specific IoU values
to the matrix in Fig. 1. From Fig. 1, we can see that, in each round, we find the
maximum of all the values and then remove the corresponding identical objects from
the object sets oj�1 and Oj. In this way, we can find the optimum pair from all possible
object pairs. For example, in the first round in Fig. 1, two object pairs (oj�1

2 , o j
2) and

(oj�1
2 , o j

4) are all larger than the threshold value, but we choose the pair (oj�1
2 , o j

2) as the
identical object, because its value is the largest.

3.3 Identify the Objects in Continuous Frames Based on Appearance
Features

In Sect. 3.2 we discussed the IoU based method to search the identical object pairs in
two continuous frames. However, for the occlusion phenomena usually happen during
the tracking period, we may lost some objects if we only use the IoU value. Some
method such as [4] utilize the motion model and the interaction model to handle the
occlusion issue. However, I think these models are so complicated. Therefore, we use
the feature map to identify objects.

Firstly, we believe that two objects in the same frame cannot be identical. In the
first frame of this video, the objects we detect are different and we use the pre-trained
feature map’s generating model to calculate the feature map of every object and store
them for further utilization. As shown in Fig. 2, for example, the objects o1, o2 and o3
are recognized as three different objects.

Secondly, if we can track the object by the bounding box and IoU values. We add
their feature maps for these identified objects to the corresponding feature-map record
list. For example, in the second frame f2, there are four objects, among which object o2
and o3 are identified by the method proposed in 3.2. Then we add the feature maps of
object o2 and o3 to the corresponding feature-map record list. If occlusion happens to
o1 and it cannot be tracked, no new feature map is added. For object o4, it is a new
comer and we add its feature map to the feature-map record list.

Fig. 2. The feature-map record lists
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Thirdly, after some frames, object o1 appears again. Now, we cannot judge it is a
new comer or a re-appearance object. In this occasion, the IoU based tracking method
cannot work. Therefore, we calculate the distance between feature map of o1 and all the
object feature map records as shown in Fig. 2, and try to find the minimum value of the
distance. If the minimum distance value is less than a pre-defined threshold, we believe
that this object is the object that has been identified before. Otherwise, if the minimum
distance value is greater than the threshold, we treat this object as a new comer and add
its feature map to the feature-map record list.

For online tracking, when more video frames are being analyzed, the number of
feature-map records for each object increases. According to the principle of locality, we
keep the latest L feature-map records for each object. When new feature map comes, as
shown in Fig. 3, it will add to the end of the feature-map list of the corresponding
tracking object and remove the earliest one.

Furthermore, the identification of the object only by the feature maps may also not
be accurate. We may add the feature map to the wrong list. To handle this issue, we use
the strategy as show in Fig. 4. From Fig. 4, we can see that, we apply the update
mechanism, which periodically analyzes the feature maps for every tracking objects
and remove the outliers. To find the outliers, we first calculate the distance of each pair

Fig. 3. The update process of feature-map record lists

Fig. 4. Analyzes the feature maps for every object and remove the outliers
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of feature maps for every object. The feature map whose distance from the center of
feature maps is larger than a certain threshold is regarded as the outlier. Then we
remove it from the feature-map record list.

3.4 Multiple Object Tracking by Both Bounding Box and Appearance
Features

In this section, we will discuss how we can track the multiple objects by both bounding
box and appearance features.

For the objects in two continuous frames as shown in Fig. 5, we categorize the
object pairs into three different sets. The first type of set contains pairs whose IoU value
is great than IoUj�1;j

Threshold tracking, which means these objects can be tracked only by IoU
value. The second type of set include the pairs whose IoU value is less than
IoUj�1;j

Threshold tracking but greater than zero. For this type of objects, we consider both IoU
value and appearance features. We assign weights to these two factors. For example,
the IoU factor weight increases while the IoU value goes up. The third type of object
pairs include the objects whose IoU value is zero, which means they can not be tracked
by bounding box. In this case, we mainly use the appearance feature maps to identify
the object. In this condition, we also take the distance of two bounding boxes into
consideration, which is calculated by (4).

Fig. 5. There different types of object pairs in two continuous frames
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Fig. 6. Experiments results
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By this method, after several rounds, the feature maps list is stable. Then we can get
the number of the feature-map record list and the total number of the objects.

4 Experiment Results

We test our methods by the tracking videos. We take a lot of videos in the farms.
Firstly, we based on MobileNet SSD [8] object detection model and transfer learning
method to training animal detection model. By doing this, we can generate the
bounding box in each frame of the video and based on these bounding boxes we can
calculate the IoU values of any pair of bounding box. Secondly, we training the
FaceNet model to generate animal appearance feature maps. These two steps for
training object-detection model and feature-map generating model are offline and takes
a lot of time and GPU computing resources. After doing this, we apply our method
proposed in this paper to tracking the objects and count the number.

From Fig. 6, we can see that the experiment results are very close to the true
number. In practical, some animals remain staying in the corner and are occluded by
others. They will never show before the camera in a certain period. That is why the
experiment results are usually less than the true value. But for the other conditions, if
we capture the video for a longer period, the experiment result is larger than the true
value. This is because that the same animal’s feature map changes dramatically with
different pose and in different position and this may cause that the system takes it as
different objects.

5 Conclusions

In this paper, we propose a new multiple object tracking method that comprehensively
utilize the bounding boxes generated by object detection algorithm and the appearance
features generated by feature map calculating algorithm. By the proposed method we
can tracking animals and count their total number. The results show that although the
deep learning based model training process is time consuming, the running process is
effective and this method can real-time track the multi-object accurately and can be
used in practical scenarios.

Acknowledgment. This project was financially supported by the Fundamental Research Funds
for the Central Universities (Grant No. 2662017JC028) and Hubei Provincial Natural Science
Foundation of China (Grant No. 2015CFB437).

References

1. Luo, W., Xing, J., Zhang, X., Zhao, X., Kim, T.-K.: Multiple object tracking: a literature
review. Comput. Sci. (2014)

2. Elbahri, M., Kpalma, K., Taleb, N., Chikr El-Mezouar, M.: A novel object position coding
for multi-object tracking using sparse representation. Int. J. Image, Graph. Signal Process.
(IJIGSP) 7(8), 1–12 (2015). https://doi.org/10.5815/ijigsp.2015.08.01

A Multi-object Tracking Method Based on Bounding Box and Features 225

http://dx.doi.org/10.5815/ijigsp.2015.08.01


www.manaraa.com

3. Bochinski, E., Eiselein, V., Sikora, T.: High-speed tracking-by-detection without using
image information. In: IEEE AVSS (2017)

4. Sadeghian, A., Alahi, A., Savarese, S.: Tracking the untrackable: learning to track multiple
cues with long-term dependencies. In: 16th IEEE International Conference on Computer
Vision, pp. 300–311. IEEE, Venice (2017)

5. Jatoth, R.K., Gopisetty, S., Hussain, M.: Performance analysis of alpha beta filter, kalman
filter and meanshift for object tracking in video sequences. IJIGSP 7(3), 24–30 (2015).
https://doi.org/10.5815/ijigsp.2015.03.04

6. Tirandaz, H., Azadi, S.: Utilizing GVF active contours for real-time object tracking. Int.
J. Image, Graph. Signal Process. (IJIGSP) 7(6), 59–65 (2015). https://doi.org/10.5815/ijigsp.
2015.06.08

7. Rao, G.M., Satyanarayana, C.: Object tracking system using approximate median filter,
kalman filter and dynamic template matching. Int. J. Intell. Syst. Appl. (IJISA) 6(5), 83–89
(2014). https://doi.org/10.5815/ijisa.2014.05.09

8. Liu, W., Anguelov, D., Erhan, D., Szegedy, C., Reed, S., Fu, C.-Y., Berg, A.C.: SSD: single
shot multibox detector. In: 14th European Conference on Computer Vision, pp. 21–37.
Springer, Amsterdam (2016)

9. Zhang, K., Zhang, Z., Li, Z., Qiao, Y.: Joint face detection and alignment using multitask
cascaded convolutional networks. IEEE Signal Process. Lett. 23(10), 1499–1503 (2016)

10. Girshick, R.: Fast R-CNN. In: 15th IEEE International Conference on Computer Vision,
pp. 1440–1448. IEEE, Santiago (2015)

11. Redmon, J., Divvala, S., Girshick, R., Farhadi, A.: You only look once: unified, real-time
object detection. In: 29th IEEE Computer Society Conference on Computer Vision and
Pattern Recognition, pp. 779–788. IEEE, Las Vegas (2016)

12. Schroff, F., Kalenichenko, D., Philbin, J.: FaceNet: a unified embedding for face recognition
and clustering. In: IEEE Conference on Computer Vision and Pattern Recognition, pp. 815–
823. IEEE, Boston (2015)

13. Taigman, Y., Yang, M., Ranzato, M.A., Wolf, L.: DeepFace: closing the gap to human-level
performance in face verification. In: 27th IEEE Conference on Computer Vision and Pattern
Recognition, pp. 1701–1708. IEEE, Columbus (2014)

14. Liu, W., Wen, Y., Yu, Z., Li, M., Raj, B., Song, L.: SphereFace: deep hypersphere
embedding for face recognition. In: 30th IEEE Conference on Computer Vision and Pattern
Recognition, pp. 6738–6746. IEEE, Honolulu (2017)

15. Liu, J., Deng, Y., Bai, T., Wei, Z., Huang, C.: Targeting ultimate accuracy: face recognition
via deep embedding. arXiv:1506.07310v4 (2015)

16. Chu, Q., Ouyang, W., Li, H., Wang, X., Liu, B., Yu, N.: Online multi-object tracking using
CNN-based single object tracker with spatial-temporal attention mechanism. In: 16th IEEE
International Conference on Computer Vision, pp. 4846–4855. IEEE, Venice (2017)

17. Wojke, N., Bewley, A., Paulus, D.: Simple online and realtime tracking with a deep
association metric. In 24th IEEE International Conference on Image Processing, pp. 3645–
3649, IEEE, Beijing (2018)

18. Xiang, Y., Alahi, A., Savarese, S.: Learning to track: online multi-object tracking by
decision making. In: 15th IEEE International Conference on Computer Vision, pp. 4705–
4713. IEEE, Santiago (2015)

19. Tayyab, M., Qadri, M.T., Ahmed, R., Dhool, M.A.: Real time object tracking using FPGA
development kit. Int. J. Inf. Technol. Comput. Sci. (IJITCS) 6(11), 54–58 (2014). https://doi.
org/10.5815/ijitcs.2014.11.08

20. Singh, S., Saini, R., Saurav, S., Saini, A.K.: Real-time object tracking with active PTZ
camera using hardware acceleration approach. Int. J. Image, Graph. Signal Process. (IJIGSP)
9(2), 55–62 (2017). https://doi.org/10.5815/ijigsp.2017.02.07

226 F. Liu et al.

http://dx.doi.org/10.5815/ijigsp.2015.03.04
http://dx.doi.org/10.5815/ijigsp.2015.06.08
http://dx.doi.org/10.5815/ijigsp.2015.06.08
http://dx.doi.org/10.5815/ijisa.2014.05.09
http://arxiv.org/abs/1506.07310v4
http://dx.doi.org/10.5815/ijitcs.2014.11.08
http://dx.doi.org/10.5815/ijitcs.2014.11.08
http://dx.doi.org/10.5815/ijigsp.2017.02.07


www.manaraa.com

21. Ramaravind, K.M., Shravan, T.R., Omkar, S.N.: Scale adaptive object tracker with occlusion
handling. Int. J. Image Graph. Signal Process. (IJIGSP) 8(1), 27–35 (2016). https://doi.org/
10.5815/ijigsp.2016.01.03

22. Gordon, D., Farhadi, A., Fox, D: Re3: real-time recurrent regression networks for visual
tracking of generic objects. arXiv:1705.06368v3 (2018)

A Multi-object Tracking Method Based on Bounding Box and Features 227

http://dx.doi.org/10.5815/ijigsp.2016.01.03
http://dx.doi.org/10.5815/ijigsp.2016.01.03
http://arxiv.org/abs/1705.06368v3


www.manaraa.com

Traffic Orchestration in Data Center Network
Based on Software-Defined Networking

Technology

Yurii Kulakov(&), Alla Kohan, and Sergii Kopychko

National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic
Institute”, 37 Peremohy Avenue, Kyiv 03056, Ukraine

ya.kulakov@gmail.com, a.v.kohan433@gmail.com,

kopychko.sn@gmail.com

Abstract. This paper addresses the issues of traffic orchestration in Data Center
Networks (DCN) using Software-Defined Networking (SDN). A generalized
structure of a Traffic Engineering (TE) system in DCN using SDN is given. The
features analysis of SDN organization and operation which allows increasing the
efficiency of DCN is provided. The expediency of traffic design in DCN based
on multi-path routing is given.
A method of traffic orchestrating is proposed, which simplifies the traffic

reconfiguration procedure and ensures the network load balance due to the
centralized approach of generating routing information in SDN controller and
using multi-path routing. The routing information organization performed by the
wave routing algorithm, in this case, the paths are being created from all
intermediate nodes to the end node.
A method for centralized organization of the route information is proposed,

which allows avoiding re-organization of route information for previously cre-
ated sections of the route. The procedure and an example of multi-path routing
tables organization are given in this paper.
The results of traffic orchestration modeling process with network load

change are presented. It is noted from simulation results, that the traffic
reconfiguration of the route does not affect its metric.

Keywords: Data Center Network � Software-Defined Networking �
Multi-path routing � Streaming algorithm � Traffic orchestration

1 Introduction

At the present time due to the growing needs for computing power and data volumes,
one of the crucial tasks is to increase the efficiency of Data Center Networks (DCN).
A modern DCN differ by large dimensionality and diverse equipment including mobile
communication tools and mobile hotspots. Therefore, the process of managing this type
of networks, in particular traffic orchestration, becomes more complicated. Software-
Defined Networking (SDN) [1–3] is currently being used to solve these problems.

Figure 1 shows the general structure of Traffic Engineering (TE) system consisting
of a Data Center Network (DCN), SDN controller and TE manager. The DCN collects
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and transmits to the SDN information about network load, network flows, and channel
status through the data control plane interface. SDN controller provides the TE man-
ager with the necessary information to orchestrate traffic. After controller modifies the
routing information in SDN switches by updating their routing tables to select the best
route considering minimizing power consumption and channel congestion.

This leads to reduce energy consumption about 41% and increase the maximum
utilization of communication channels by 60% compared with static TE methods [4].

Centralized generation of multiple paths based on multi-path routing in SDN allows
reducing TE time and improving traffic quality of service (QoS) [5], however, the
known methods of multiple paths organization have a high time complexity [6]. In
paper [7], the modified method for a multiple paths organization is proposed, which has
less time complexity compared with the known methods of multiple paths organization.
An improved multi-path routing method was also proposed in [8], which takes into
account the characteristics of SDN organization, in particular, due to the presence of a
central controller in the network, hence, reduces the time required to generate multiple
access routes to network resources.

The main disadvantage of methods above is that routes are created by each network
node and not considering the paths already created by other nodes. This leads to the re-
organization of individual sections of already created paths.

Therefore, the development of multi-path routing methods and traffic orchestration
in DCN is important, taking into account the features and advantages of SDN [9–11].

Fig. 1. General structure of Traffic Engineering (TE) system
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2 SDN-Based DCN Traffic Orchestration Method

2.1 Organization of Route Information

Based on the analysis of the known methods of multi-path traffic routing and taking
into account the organization features of DCN-based SDN operation, the modified
route generation algorithm is proposed. This algorithm is based on the advantages of
centralized and decentralized routing methods. In SDN controller based on modified
channel state routing algorithm an entire set of paths between different nodes is created,
taking into account the DCN topology. While a path between two remote nodes is
created, paths between their internal nodes are generated simultaneously. This allows to
reduce the time complexity of the paths organization by eliminating the paths re-
organization between nodes of a previously created path.

The routing information is generated in the reverse direction from the end node Vn

to the initial node V1 on the path Pi. For each following adjacent node Vj of the path Pi

the routing table is created (Table 1).

2.2 Procedure of the Multi-path Routing Tables Organization

1. Define a set of nodes W1 ¼ Vnf g;
2. Di ¼ 0;
3. J ¼ 0;
4. for j ¼ j þ 1 step 1, create a set of nodes Wj þ 1 ¼ Viji ¼ 1; . . .kf g adjacent to

nodes of set Zi Vn;Vl;Mi; n; dif g, where k is the sum of the powers of the node set
Wj1 ¼ Viji ¼ 1; . . .kf g;

5. if Wjþ 1 ¼ £ then go to 10 do
6. for i = 1 step 1 to k calculate Zi Vn;Vl;Mi; n; dif g
7. if dj [Di then Di ¼ dj
8. end;
9. go to 4

10. end.

An Example of the Multi-path Routing Tables Organization

Consider an example of the routing tables organization for transferring information
from the node V7 to the node V14 of DCN using the Fat Tree topology (Fig. 2).

Table 1. The route table of node Vj

Table of node Vi

Nodes Route metric Route load to Vl

Addressee Adjacent
Vn Vl Mi,n Dl
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Table 2 shows initial values of coefficients di of channel load values Li ¼ Vj; Vm
� �

.

The Sequence of the Route Tables Generation is as Follows

1. A set of nodes a ¼ V6f g, adjacent to node V14 is being formed.
2. For node V6, generates a route table as follows (Table 3):

3. j ¼ 1;
4. A set of nodes W2 ¼ V1;V2f g adjacent to the node V6 is being formed.
5. Channel load factor L2 ¼ V6;V2ð Þ is d2 ¼ 0:2.
6. d2 ¼ D6 then Di ¼ d2 ¼ 0:2:
7. For node V2, generates a route table as follows (Table 4):

V7 V14

V3

Core

Edle

 Aggrega on

   V10   V13V12

V1
V2

           V4 V5      V6

V11    V9V8

Host

Fig. 2. Fat Tree topology example

Table 2. Channel load values

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L11
V14

V6

V6

V2

V6

V1

V5

V2

V5

V1

V2

V3

V2

V4

V2

V5

V1

V3

V1

V4

V1

V5

V3

V7

0.1 0.2 0.7 0.5 0.6 0.6 0.2 0.4 0.3 0.2 0.4 0.1

Table 3. The route table of node V6

Table of node V6

Nodes Route metric Route load to V14

Addressee Adjacent
V14 V14 Mi,14 0.1
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8. Channel load factor L3 ¼ V6;V1ð Þ is d3 ¼ 0:7.
9. d3 ¼ Di then Di ¼ d3 ¼ 0:7.

10. For node V1, generate a route table as follows (Table 5):

11. j ¼ 2;
12. A set of nodes W3 ¼ V3;V4;V5f g adjacent to the node V2 is being formed.
13. V3 ¼ L9 ¼ V3;V1ð Þ;V3 � L6 ¼ V3;V2ð Þ.
14. Channel load factor L9 ¼ V3;V1ð Þ is d9 ¼ 0:3.
15. d9 ¼ D6 then D9 ¼ 0:7.
16. Channel load factor L6 ¼ V3;V2ð Þ is d9 ¼ 0:5.
17. d2 ¼ D6 then D6 ¼ 0:5:
18. For node V3, generate a route table as follows (Table 6)

V4 � L9 ¼ V4;V1ð Þ;V4 � L6 ¼ V4;V2ð Þ:

19. Channel load factor L10 ¼ V4;V1ð Þ is d10 ¼ 0:3.
20. d10 ¼ D2 then D4 ¼ 0:2.
21. Channel load factor L6 ¼ V4;V2ð Þ is d9 ¼ 0:6.
22. d2 ¼ D6 then D6 ¼ 0:5.
23. For node V4, generate a route table as follows (Table 7)

Table 4. The route table of node V2

Table of node V2

Nodes Route metric Route load to V6

Addressee Adjacent
V14 V6 Mi,14 0.2

Table 5. The route table of node V1

Table of node V1

Nodes Route metric Route load to V6

Addressee Adjacent
V14 V6 Mi,14 0.7

Table 6. The route table of node V3

Table of node V3

Nodes Route metric Route load to V3

Addressee Adjacent
V14 V1 Mi,14 0.7
V14 V2 Mi,14 0.5
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24. V5 ¼ L9 ¼ V5;V2ð Þ;V5 � L11 ¼ V5;V1ð Þ.
25. Channel load factor L11 ¼ V5;V1ð Þ is d11 ¼ 0:2.
26. d11 ¼ D6 then D5 ¼ 0:4.
27. Channel load factor L6 ¼ V5;V2ð Þ is d2 ¼ 0:5.
28. d2 ¼ D6 then D6 ¼ 0:5.
29. For node V5, generate a route table as follows (Table 8)

30. Then, the route tables for the nodes are updated as follows (Tables 9, 10 and 11):

Table 9. The route table of node V1

Table of node V1

Nodes Route metric Route load to V1

Addressee Adjacent
V14 V4 Mi,14 0.2
V14 V5 Mi,14 0.6
V14 V6 Mi,14 0.7

Table 7. The route table of node V4

Table of node V4

Nodes Route metric Route load to V3

Addressee Adjacent
V14 V1 Mi,14 0.2
V14 V2 Mi,14 0.2

Table 8. The route table of node V5

Table of node V5

Nodes Route metric Route load to V5

Addressee Adjacent
V14 V1 Mi,14 0.7
V14 V2 Mi,14 0.5

Table 10. The route table of node V2

Table of node V2

Nodes Route metric Route load to V2

Addressee Adjacent
V14 V4 Mi,14 0.2
V14 V5 Mi,14 0.4
V14 V6 Mi,14 0.2
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Based on the above routing tables, data is transmitted from node V7 to node V14

node with the minimum value D1 = 0.3 in the following order: V7 ! V3 ! V1 !
V4 ! V2 ! V6 ! V14.

In case of link load increasing of the selected route, changes have to be made to its
routing table. This leads to a reconfiguration of this path. For example, increasing the
load on channel L10 V1; V4ð Þ to d10 � 0:5 will change the contents of the routing table
for node V1 (Table 12):

This will change the route accordingly: V7 ! V3 ! V1! V5 ! V2 ! V6 ! V14.

2.3 Traffic Orchestration Procedure

1. The transmitting node, based on own route table, determines the path existence
with a valid QoS value to the receiving node.

2. If the valid path exists, proceed to step 4.
3. If a valid path is absent, the transmitting node sends a request to SDN controller to

create new or reconfigure existing paths.
4. Among the existing paths, the transmitting node select a path with a valid metric

and a minimum value of Di (refer below).
5. The sending node informs SDN controller about the selected path and begins the

process of data transmission.
6. SDN controller revises the metrics and adjacent paths.
7. SDN controller updates the metrics in the nodes of the selected path and in the

adjacent paths.
8. The process of data transmission is complete. The transmitting node informs the

SDN controller.

Table 11. The route table of node V3

Table of node V3

Nodes Route metric Route load to V1

Addressee Adjacent
V14 V1 Mi,14 0.3
V14 V2 Mi,14 0.5

Table 12. The route table of node V1

Table of node V1

Nodes Route metric Route load to V1

Addressee Adjacent
V14 V4 Mi,14 � 0.5
V14 V5 Mi,14 0.4
V14 V6 Mi,14 0.7
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9. SDN controller revises the metrics and adjacent paths.
10. SDN controller updates the metrics in the nodes of the selected path and in the

adjacent paths.
11. Finish of the traffic orchestration procedure.

The reconfiguration operation is performed dynamically. SDN controller receives
information about the state of the channels from the network switches, and corrects
routing tables of the corresponding network switches. This enables to quickly recon-
figure the paths and optimize the loading of data transmission channels.

Figure 3 presents the custom modeling application for path reconfiguring procedure
considering the changes in the channels load.

Figure 4 presents the simulation results of the path reconfiguration procedure with
increasing load on the channel.

Fig. 3. Modeling application for path reconfiguring procedure

Fig. 4. Path reconfiguration procedure simulation results
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In this case, traffic is quickly redirected to node V5 instead of node V4, without
additional delay and packet loss in node V1. The process route reconfiguring has no
delay. Based on the simulation results, we declare that the proposed method of traffic
orchestration makes possible to almost eliminate the delay or packets loss in the
process of re-routing. Hence, the more paths are generated in SDN controller, the less
chance of delay or packet loss.

3 Conclusion

The paper proposes a method of traffic orchestration, considering the features of the
SDN organization, in particular due to the presence of a central controller in the
network, reduces the time required to generate multiple routes of access to network
resources and simplify the rerouting procedure.

Existence of multiple routes allows to almost eliminate the delay or loss of packets
in the process of traffic rerouting. In this case, the more paths are generated in SDN
controller, the less chance of delay or packet loss.

Further improvement of traffic orchestration methods could be connected with
traffic load forecasting and the nature of the load change.
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Abstract. The eight-bit stack processor architecture is proposed, which is
designed for the FPGA implementation. The microprocessor with this archi-
tecture has small hardware costs, reduced software amount, and ability to add up
to hundred new user instructions to its instruction set. The microprocessor
architecture is adapted for programming the serial port communications and is
able to perform the data stream parsing.

Keywords: Stack processor � Forth � FPGA � VHDL

1 Introduction

In recent years, field programmable gate arrays (FPGAs) became a reasonable alter-
native to von Neumann architecture-based approaches in computer systems design.
Increasing demand of performance and energy-efficiency is neatly fulfilled by capa-
bilities that FPGAs propose.

A need to organize the data exchange through the interfaces such as I2C, SPI,
Ethernet and others often occurs when a system on an FPGA is developed. At the same
time, it is more rational to use the microprocessor core, which has both small hardware
costs, and simple programming and debugging procedures. In addition, such a
microprocessor can replace the finite state machines, which are needed for control of a
designed system. RISC processors can be considered as those, which match described
characteristics.

There is a small selection of universal RISC processors offered by FPGA manu-
facturers such as Xilinx Picoblaze, Microblaze, Altera Nios, or clones of common
microcontrollers, such as i8051 [1–3]. But in many cases, the data exchange is per-
formed using a simple protocol and at a relatively small speed, such as in the case of
the I2C interface. In this situation, the capabilities of the RISC microprocessors are
used inefficiently.

For the implementation of many application-specific systems in FPGA, it is
important to have a configurable microcontroller with both minimized hardware and
software. This is dictated by the fact that the memory blocks, which are embedded in
FPGA, have significantly limited volume. It is desirable to have such a microcontroller
which instruction set can be manually adjusted by the programmer to the needs of the
project, to simplify programming, allow program subroutines reuse and, as a result, to
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minimize the program length. Its instruction set has to be adapted for scheduling the
data transfer through the interfaces. Implementation of the architecture of such a
microprocessor is the goal of this work.

This paper is organized as follows: Sect. 2 gives overview of related works; Sect. 3
describes architecture of the developed microprocessor; Sect. 4 contains modeling
results; conclusion of this work is presented in Sect. 5.

2 Related Works

The are several related works.
In [4] authors work on 8-bit input/output processor for performing USB operations.

It has the stack architecture and its instruction set consists of seventeen 14-bit
instructions. This processor was tested on Altera Cyclone II FPGA and proven to
become a good substitution for the big USB IP Cores.

The parameterizable bitstream concept and its hardware implementation using the
small processor core is introduced in [5]. This concept introduces the fast generation of
parameterizable configurations in the commercial FPGAs and its implementation states
significantly reduces the resources (up to 80%) in comparison to the MicroBlaze soft
processor when it is used as a configuration generation engine.

The novel soft processor core that executes the native Forth language is presented
in [6]. The core is designed to be a replacement of an embedded controller running
Forth in a VM. The branch prediction architecture, which is part of the designed core,
was introduced in order to the execution speed up.

In [7] a RISC 16-bit microcontroller Little16, is proposed. This novel microcon-
troller provides the small amount of silicon utilization with highly improved perfor-
mance for the efficient data flow control. It was tested on Xilinx Zynq7000 FPGA
platform and yielded a clock speed of 311 MHz at the cost of 366 LUT-6 blocks and
310 Flip-Flops.

The work [8] presents the 8-bit RISC processor with the reduced instruction set (29
instructions) and pipelining. It has 8-bit ALU, two 8-bit I/O ports, eight 8-bit general
purpose registers and 4-bit flag register. The proposed processor is verified in the
Xilinx Spartan-6 SP605 Evaluation Platform.

The high performance and low power MIPS microprocessor and its implementation
in FPGA are proposed in [9]. The authors use different methods to achieve the high
performance and low power consumption. They are unfolding transformation, C-slow
retiming technique, and double edge registering. The design was tested in Quartus II
9.1 and Stratix II FPGAs and has demonstrated the high performance of the proposed
microprocessor.

Other related works are [10–12]. All mentioned above projects show the high
interest to the small processor IP cores which are utilized for the simple control tasks.
Many of them have the minimized hardware volume, but a few processors are well
fitted for the serial communications.
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3 Microprocessor Architecture for Serial Port
Communications

3.1 Stack Processors

The stack processor architecture is distinguished among all microprocessor architec-
tures. Its instruction set differs in that the operands have implicit addressing because
they are usually placed in a few fixed stack registers. Therefore, such instructions have
a short instruction length because they have the implicit register addressing. Since these
instructions support algorithms that actively use the stack addressing, the programs that
are composed for this processor occupy very small memory volume [13].

Various authors have developed several projects of stack processors, which are
implemented in the FPGA and which are available for reproduction [14–16]. All of
them have 16-bit instructions and process 16-bit data. It is shown in [16], that the stack
processor has approximately 2.5 times less program length than the program for the
Xilinx MicroBlaze processor when the data exchange protocols through the serial
interfaces are implemented. In addition, all stack processors allow the designer to
extend the instruction set. To do so, the appropriate changes should be made to the
description of the processor at the register transfer level.

Consequently, the architecture of the stack processor provides both firmware
amount and hardware costs minimization. In addition, it is easy to develop compilers
for such architecture, because, as a rule, its instruction set is a subset of the Forth
language commands [17]. It is known that this language is convenient for both
grammatical parsing of lines and for the interpretation of high-level language operators.
The stack processor assembly language has the same syntax as the Forth language [13].
Therefore, it is attractive to develop the stack processor architecture, which gives not
only minimized hardware costs but also simplified implementation of user instructions,
which are adapted to the serial port communications.

3.2 SM8 Microprocessor

The structure of the developed SM8 microprocessor is shown in Fig. 1. This processor
has the well-known two-stack architecture. It consists of a program counter PC,
Data RAM, Program ROM, instruction register IR, user instruction encoder UIE, return
address stack RS, data stack DS, ALU and peripheral registers R0, …, Rn, n < 32. The
registers T, N, P are the top registers of the DS-stack and are designed to store the
operands and the ALU results. The Program ROM has the volume up to 7936 bytes,
and the Data RAM has up to 256 bytes, and both of them have a common address
space.

The SM8 microprocessor instructions are sampled in Table 1. All instructions,
except CALL, LIT, and IF, have the 8-bit length. The branch and input-output
instructions are executed in two cycles, and the rest of the instructions are single cycle
instructions. Due to the frequent use of the CALL, LIT, and IF instructions, the average
duration of one instruction execution is 1.5 clock cycles.
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3.3 User-Defined Instructions

The user-defined instructions are implemented as follows. First, the instruction code is
associated with the specified address in the user subroutine library, where the user-
defined subroutine is located. Second, when the control-flow approaches this instruc-
tion, it writes the instruction code to the IR register. Then the code is encoded by UIE
to the address of the subroutine, associated with it. The return address (address of the
next instruction) is saved in the RS stack. After that, the control-flow is passed to the
first action (sub-instruction) of the subroutine (subroutine is ‘called’) and all actions
which it contains are executed. The return of the control-flow from the subroutine to the
next instruction is performed by the RET instruction. This subroutine can also read and
process the operand fields that follow the byte of the opcode. But the return address in
the R register must be properly corrected.

This instruction is coded by a single byte comparing to the two-byte CALL
instruction. Therefore, the user instructions can save the software memory volume
comparing to the equivalent instruction implementation using the CALL instruction.

The user-defined instructions can be stored in both Program ROM and Data RAM.
Thus, a microprocessor can store a certain dynamic data processing script, which is
formed by the user instructions and respective data bytes for them. It can perform a line
parsing as well. For example, this line can be a string of decimal calculator operations
and digits.

 T  N  P  DS  R  RS  

 ALU

13

Program
ROM 

PC 

 IR 
15            8     7             0

12 0

  Data 
RAM 

14 8

   UIE 

7 0

SM

+1

13

  R0   Rn …

Addr
8

Fig. 1. Structure of the SM8 microprocessor
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3.4 Dynamic Reconfiguration

A common problem for many FPGA-based architectures is the reconfiguration process.
Usually, the need in reconfiguration leads to recompilation of a hardware circuit, which
is a very CPU-intensive and time-consuming task (it can last from minutes to hours).
The solution to this problem was presented in several works [18, 19] as an imple-
mentation of task-specific architectures that can be reconfigured ‘on-the-fly’. For
example, in [19] the authors propose the segment-based architecture for the XML
filtering. The sequence of configured segments implements the XPath pattern of the
interesting part of the whole XML. This pattern can be changed ‘on-the-fly’, and the
hardware reconfiguration takes from nano- to microseconds.

Another approach is implemented in SM8. The processing script, which is saved in
RAM, can be rewritten or loaded from other memory, for example, from ROM. Such
simple rewriting allows the system changing the behavior of a chip in terms of
microseconds. As far as such action is performed in a synchronization point, neither
data loss nor wrong behavior happens. In such a way, the segments in [19] are
reconfigured without stop of the input data processing with preserving all currently
processed XML node tree parts.

Table 1. Instruction set of the SM8 microprocessor

Name Instruction Description

CALL 001 Addr PC + 1 ! R, PC = Addr, subroutine call
INR 010 n Rn ! T, data receiving
OUTR 011 n Rn = T, data sending
NOP 0000 0000 No operation
LIT 0000 0001 B B ! T, constant input
IF 0000 0010 D PC = PC + D by T = 0, else PC = PC + 1
DUP 0000 0110 N = T
SWAP 0000 1001 X = T, T = N, N = X
@ 0000 1010 T = RAM[T], memory reading
! 0000 1011 RAM[T] = N, memory writing, T !
R> 0000 1100 R ! T
>R 0000 1110 T ! R
RET 0000 1101 R ! PC, return from the subroutine
DROP 0000 1111 T !, stack purge
NOT 0001 0000 T = not T
OR 0001 0001 T = T or N
AND 0001 0010 T = T and N
XOR 0001 0011 T = T xor N
ADD 0001 1000 T = T + N
INC 0001 1001 T = T + 1
SUB 0001 1010 T = T − N
DEC 0001 1011 T = T − 1

1xxx xxxx User instruction
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3.5 Assembler of the SM8 Microprocessor

An assembler was developed for programming the SM8 microprocessor. The assembler
is written in Java and is called from the command line. Below, an example of a
program in the SM8 assembly language is shown, which performs a single-byte
transfer to the I2C port.

DEFINE nap 9        \ memory address width 

DEFINE WAITRDY 82h  \ user instruction – wait for port is ready 

DEFINE DELAYN  83h  \ user instruction – delay for N cycles 

EQU START  2  

EQU A_SEND 4  

EQU D_SEND 5 

EQU STOP  12  

EQU PAUSE  15  

ORG 256             \ program segment begin  

\Write byte to I2C 

: WR2I2C (r1 - I2C address, r2 - inner address, r3 - byte,  

                               r8 - I2C data, r9 - I2C control) 

 lit START outr r9  

inr r1 outr r8 lit A_SEND outr r9 WAITRDY  

inr r2 outr r8 lit D_SEND outr r9 WAITRDY  

inr r3 outr r8 lit D_SEND outr r9 WAITRDY 

 lit STOP   outr r9 

 lit PAUSE  outr r9  

 lit 100    DELAYN  xor if END 

;

: DELAYN           (N --  - N cycles) 

 dec dup ifn  DELAYN  

;

: WAITRDY           (do while rdy=1) 

  inr r10           \0-th bit = rdy 

  lit 1 and if WAITRDY 

;

: END

The assembly language of the SM8 core uses the syntax of the Forth language.
Therefore, the comments here are enclosed in parentheses or followed after a backslash.
The label follows a colon. Operators and literals are separated by spaces. A semicolon
indicates the subroutine return instruction.

Some special operators (called the pragmas) are used in the script for the special
purpose. Table 2 contains the description of all pragmas.

As it is seen from the example above, none of the subroutines contain the RET
instruction. It is explained by the fact that the semicolon sign represents the RET in
struction in the Forth language. The user also can specify its own RETs in his sub-
routine if needed.
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The assembler generates two VHDL files, which contain the data and programs in
the memory and the user instruction encoder content. As a result, this assembly lan-
guage by its user properties occupies an intermediate position between the usual
assembly language and the high-level language. Thanks to this, writing and debugging
of programs is significantly accelerated. Besides, the VHDL model of the SM8
microprocessor core is equipped with a disassembler. Such a feature significantly
simplifies the program debugging in the VHDL simulator.

4 Experimental Results

The SM8 microprocessor core is described in VHDL and has synthesized for different
FPGA circuits. Table 3 presents the results of the SM8 microcontroller synthesis in the
Xilinx Spartan-6 FPGA while setting the optimization parameters for hardware costs.
Also, the parameters of the microprocessors, which were synthesized in the same
conditions, are presented in this table for a comparison. The analysis of the table shows
that the SM8 microprocessor has the lowest hardware costs in the look-up tables
(LUTs), and in configured logical blocks (CLBs), and the highest speed in millions of
instructions per second (MIPS) among stack processors. This is explained by the fact
that the reduction of the data bit width up to eight digits reduces both hardware costs
and delay in ALU.

Table 2. Pragmas set for SM8 assembler

Name Arguments Description

DEFINE <name> <value> Associates <name> with <value> for assembler. <name>
can be a common setting attribute (like nap – memory
address width) or name of a user-defined instruction.
<value> is a value for a setting or code of instruction

EQU <name> <value> Defines constant with name <name>. Each occurrence of
<name> in script is replace with <value>

ORG <shift> Defines a shift of next and all the following instructions in
memory to address <shift>

Table 3. Parameters of the microprocessor core configured in Xilinx FPGA

Microprocessor Instruction bit
width

Hardware costs Max. clock
frequency, MHz

Speed,
MIPSLUTs CLBs

FS8051 [20] 8, 16, 24 1293 470 89 30
KCPSM6 [2] 18 87 26 140 70
MSL16 [14] 16 235 61 100 67
b16-small [15] 16 280 73 100 50
J1 [16] 16 342 93 106 70
SM8 8, 16 181 50 140 94
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Other synthesis results comparison is presented in Table 4. These results show core
parameters for some Intel FPGAs.

The waveforms from the ActiveHDL simulator showing the first clock cycles of the
processor operation after its reset are presented in Fig. 2. The cop signal shows the
opcode as a result of the disassembler function.

5 Conclusions

The proposed SM8 microprocessor core has small hardware costs at high performance
and reduced hardware volume. It is designed to implement simple control algorithms,
for example, to control the data exchanges through the I2C interface. The core is
described in VHDL and can be implemented in an FPGA of any series. The pro-
grammer has the ability to add his own instructions to the instruction set without
changing the core description. The developed assembler provides to write and compile
the programs written in the Forth language style. This simplifies the design of devices
that implement the protocols for the serial port communications through interfaces such
as RS232, I2C, SPI, Ethernet.
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Abstract. This study is about a development and investigation of the neural
network controller of the stabilization system of a moving object on a plane with
its hardware implementation on the FPGA. It consists of a designing balloon
balancing model, hardware and software for this layout. The platform ball
balancing system consists of a black plastic plate with a white table tennis ball, a
drive mechanism for tilting a plate around two axes, a digital video camera,
tracking the position of the ball, hardware and software that processes the
information and manages the system in real time mode. The physical modeling
of the system is carried out and the equation of motion of the ball in the plane is
deduced. The equations of motion are nonlinear and unsuitable for the synthesis
of control systems based on linear control theory. A generalized block diagram
of a neurocontroller based on the FPGA, which implements the basic compo-
nents of neural network control systems, is developed. To control the position of
the ball on the platform a neural network control system with feedback was
developed. The scheme is a classical scheme of specialized inverse training.

Keywords: Neural networks � FPGA � Non-linear systems � Real-time control

1 Introduction

Neural network control systems represent a new high-tech direction in the control
theory and relate to a class of nonlinear dynamical systems [1, 2]. High speed through
the parallelization of incoming information coupled with the ability to teach neural
networks makes this technology very attractive for the creation of control devices in
automatic systems [2]. Neural networks can be used to construct regulatory and
adjustment devices, reference, adaptive, nominal and inverse-dynamic models of the
object. On the basis of these models, observation and evaluation of the parameters of
the control object (OC), observation and estimation of the magnitude of the perturbing
systems in operation, the search or computation of the optimal control change control
program, the identification of the OC, the prediction of the state of the OC, etc. is
performed [2, 3]. Ability to study for any given principle of operation allows you to
create automatic control systems, optimal in speed, energy consumption, etc., while, of
course, the implementation of several principles of operation and transition from one to
another. Trained neural networks do not require significant time-consuming
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calculations, and therefore systems with neural networks have much better dynamics.
They are a universal means for modeling complex nonlinear OCs and finding solutions
in improper problems [2–4].

Ways of realization of neural network control systems should be guided by the
wide application in industrial conditions. Being versatile and flexible. To study and
adapt in real time, to be simple and cheap, therefore the most promising means can be
considered FPGA [5–7]. With the advent of FPGA, the design of digital chips has
ceased to be the fate of exclusively large enterprises with volumes of production in tens
and hundreds of thousands of crystals. The design and production of a small batch of
unique digital devices became possible in the conditions of design and development
units of industrial enterprises, in research and educational laboratories and even in the
conditions of home radio amateur sites. Industrially produced “billets” of pro-
grammable chips with electrical programming and automated translation process of the
user circuit into a sequence of programming pulses make the design of new digital
devices comparable to software development [8–15].

To construct the layout of the neural network controller as a control object, a
system for balancing the ball is selected on the platform, capable of setting the ball to a
given point. The platform leaning on each of the two horizontal axes controls the
position of the ball on the platform. For each axis, the tilt angle of the platform is
carried out under the action of an electric motor. The position of the ball on the
platform is traced with the camcorder. Such an object of control is a complex multi-
dimensional, multifunctional object and designed to demonstrate the work of neural
network control systems synthesized on previously developed components [16–18].

The purpose of the work is to develop a model of the neural network controller of
the ball stabilization system on a platform with FPGA hardware implementation.

2 Layout Design

The layout will consist of two subsystems, a subsystem for determining the position of
the ball on the plane and the subsystem controlling the tilt angle of the platform. The
primary task is to determine the position of the ball, precisely, reliably and in a non-
bulky and inexpensive way. The various options that were considered are listed below.
The relative advantages and disadvantages are also indicated:

1. With touch screen, when the touch screen is pasted onto the platform: lack of
information, it can be difficult to implement.

2. Tracking the position of the ball with a digital camera: not expensive, requires the
use of additional software, requires the use of additional structure to install the
camera.

3. Using a resistive grid on a platform (2D potentiometer): the method is excessive and
cumbersome.

4. Grid of infrared sensors: the method is cumbersome and excessive.
5. Tracking 3D motion with a ball using an infrared ultrasonic transponder attached to

a ball that exchanges signals with three remotely located towers: very precise
measurements, the need for an additional device as a whole is very expensive.
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Based on the above positive aspects and the disadvantages associated with each
choice, it was decided to track the position of the ball with a digital video camera.

The next task was to design the mechanism of the slope of the plate. The plate
should lean over its two axes in order to be able to balance the ball. For this design, the
following options were considered:

1. Two actuators are attached to two corners of the plate, which is supported by a ball
joint in the center, as two necessary degrees of motion.

2. Installing the plate on the suspension rings. One engine converts a pivot suspension,
which provides one degree of rotation; the second engine rotates the plate relative to
the ring thus providing a second angle of rotation.

3. Using the device – a belt and a pulley, turn the plate with two motors.

In this case, the first option is selected. Figure 1 shows the appearance of the entire
system in the assembly, including the mechanism of the slope of the plate and reading
the position of the ball with the camcorder.

The ball balancing system on the platform consists of a black plastic acrylic-lined
plastic plate with a white table tennis ball, a drive mechanism for tilting the plate
around two axes, a digital video camera, balloon tracking, hardware and software that
manages information and controls the system in real time.

Each engine interacts with one of the axes of the plate angle and is connected to the
plate, using the spatial coupling mechanism, as shown in Fig. 1. Each of the sides of
the mechanism of spatial coupling consists of a parallelogram. This ensures that, for
small movements around the equilibrium, the angles of the plate are equal to the
corresponding angles of the engine. The plate is connected to the stand with the help of
a central movable support.

Fig. 1. Platform control and camcorder

Hardware Implementation Neural Network Controller on FPGA 249



www.manaraa.com

So the stand consists of: a sensor for finding the position of the ball – a digital video
camera; two drives, which are mounted perpendicularly to each other and are
responsible for turning on X and Y plane; as equipment for the implementation of the
regulator – board with a FPGA processor; As a recognition object, a platform with a
label in the center acts; control object – the ball.

The block diagram control system of stabilization object is shown in Fig. 2. The
block diagram consists of the following components: a board with an FPGA processor
– implements a neural network controller wish adaptation algorithm based on the
language of the description of the VHDL architecture: an error is encountered at the
input; at the output we obtain the value of the PWM signal – the turning angle of the
servomotor, which controls the axes of the plane with the ball; Raspberry Pi’s single-
board computer – is in the back of the ASU, is responsible for processing the video
stream – the input stream video from the digital video camera is received, at the output
we get an error, which is submitted to the regulator; As a sensor for capturing the
position of an object, a digital video camera is in place, it is positioned above the plane
with a ball; There are two actuators in the ASU: servo responsible for the inclination of
the plane at different angles – they regulate the position of the ball; as a management
object serves as a ball for table tennis.

3 Physical Modeling of the System

The following assumptions are used in the simulation of the above-described physical
system:

1. It is assumed that the friction-slip between the ball and the plate is high enough to
prevent the ball from slipping onto the plate. This limits the degree of system
freedom, and makes the equation of motion simpler.

2. The rotation of the ball around its vertical axis is expected to be negligible.
3. Friction-rolling between a ball and a plate - to neglect.

Fig. 2. Block diagram control system of stabilization object
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4. It is assumed that there will be a small movement of the plate with equilibrium
configuration. This ensures that the angles of the plate will be approximately equal
to the angles of the engine.

5. The plate is supposed to have maximum symmetry.
6. The physical model of the controlled object is shown in Fig. 3, where the X-Y-Z is

the base of the frame. The platform has two degrees of freedom, and its orientation
is determined by two angles (q1 and q2), which represent the rotation points (1–2).
The frame x″-y″-z″ is a plate fixed to the reference frame, while x′-y′-z′ is
intermediate.

The scheme of the spatial relationship is shown in Fig. 4. The connection is rigidly
attached to the base of the plate and connected to the ground at the point O. The two
motors are connected to the traction by fixed couplings. The rest are on ball joints.

Fig. 3. Physical simulation of the ball movement on the platform

Fig. 4. Platform control mechanism
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Calculation of the degree of freedom: the number of solids (N) = 5; number of axes
(P) = 2; number of U-shaped compounds (U) = 1; number of ball joints = 4;

The number of excess degrees of freedom is two (The rotations of two vertical ties
in their axes constitute two reserve degrees of freedom, since they do not affect the state
of the system in any case).

Thus, the plate and the mechanism of spatial communication have two degrees of
freedom, as expected. It also equals the number of inputs to the system, controlling the
signal by two electric motors.

Based on the foregoing, it is obvious that of the four variables – hm1; hm2; q1; q2,
but only two are independent, since the mechanism has two degrees of freedom. Thus,
there are two following kinematic equations of communication, which transform the
angle of rotation of the motor shafts into the angle of the platform

r1 cos q1 � r1 cos hm1ð Þ2 þ r1 sin q1 � r1 sin hm1 þ l1ð Þ2 ¼ l21;

r2 cos hm2 � r2 sin q2 cos q1 þ l2ð Þ2 þ r2 cos q2 � r2 cos hm2ð Þ2 þ r2 sin q2 sin q1 ¼ l22:
ð1Þ

It is noticed that, in the general case, the angle of rotation of the plate q2 is related to
the angles of rotation of the engines hm1 and hm2 by the complex nonlinear equations
given above. However, for small movements on the balance of balls on the platform, it
is possible to reduce the expressions to the following linear expressions:

q1 ¼ hm1;

q2 ffi hm2:

The validity of this assumption is also verified experimentally. It has been estab-
lished that for the corresponding range of work, the correspondence between the angle
of rotation of the engine and the angle of inclination is satisfactory.

Equations of motion for this system can be obtained using Newton’s laws or the
Lagrange equations. For this case, these methods have been used to test the final results.
A complete nonlinear mathematical model is described by a system of equations:

x – coordinate:

mbgrb sin q2 cos q1 � mbrb
hþ rð Þ€q2 � yb€q1 sin q2 � xb _q

2
2 � xb _q

2
1 sin

2 q2 þ
þ hþ rbð Þ _q21 sin q2 cos q2 � 2_yb _q1 sin q2 þ€xb

" #

� Ib €xb=rbð Þþ €q2ð Þ ¼ 0

ð2Þ

y – coordinate:

mbgrb sin q1 � mbrb
xb €q1 sin q2 þ _q2 _q1 cos q2ð Þ � hþ rbð Þ €q1 cos q2 þ _q2 _q1 sin q2ð Þþ
þ _q2 _q1 hþ rbð Þ sin q2 � _yb _q

2
1 þ xb _q2 _q1 cos q2 þ 2 _xb _q1 sin q2 þ€yb

" #

� Ib €yb=rb þ €q1 cos q2 _q2 _q1 sin q2ð Þ ¼ 0

ð3Þ
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The equations of motion are nonlinear and unsuitable for the synthesis of control
systems based on linear control theory. Such a control object as a ball on a platform is a
complicated nonlinear object, as can be seen from Eqs. (2) and (3), so it requires a
neural network control system that belongs to a class of nonlinear dynamical systems.
Next, consider the general structural diagram of the neurocontroller.

4 General Structure Diagram of the Neurocontroller

Modern facilities for managing technical and technological objects include a computer
kernel, the means for entering analogue and digital information, means for outputting
analogue and digital information, data exchange facilities with other computing devi-
ces, visualization elements and operational management. Such controls are based on
industrial computers, freely programmable controllers, specialized controllers and
microcomputers. Next, the controller is considered for controlling dynamic objects, in
which as a computing core of the FPGA.

Figure 5 presents a generalized structure diagram of a neurocontroller, where a
computer based neural network based on artificial neural networks is used as a com-
puting core.

The structure of the neurocontroller includes: FPGA – a programmable logic
integrated circuit; MC – microcontroller; analog signal input module; analog output
signal output module; the module of input of discrete signals; the module of output of

FPGA

Memory 
module

Analog signal 
input module

Analog signal 
output module

Input module 
for discrete 

signals

The output 
module for 

discrete 
signals

MC

Interface 
module

Control and 
display 
module

Power 
module

Generator

Fig. 5. General structure diagram of the neurocontroller
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discrete signals; memory module; module of interfaces; control and display module;
generator; FPGA is the central element of this structure, which implements neural
network control algorithms, including the algorithm of training the network in “on line”
mode.

The microcontroller (MC) performs auxiliary functions, such as loading a config-
uration sequence in a FPGA chip, implements a surveillance function.

Input/output modules of analog and digital signals for input/output information
from/to the system or control object.

The memory module provides data storage and the FPGA configuration sequence.
In this block diagram, there are two computing cores: a microcontroller (MIC) and

an FPGA. Depending on the management tasks, the microcontroller can be: the main
element of the neural network controller, and the FPGA is assigned the role of a “fast”
calculator fragments of the general algorithm of the controller connected with the
neural computing; to supplement on an equal program of work of the FPGA, or to be a
purely technical element of the neural network controller, which provides the operating
modes of the FPGA. However, in all cases, the FPGA is intended for the implemen-
tation of the neural network elements of the control system, therefore, in the future, we
will focus mainly on the FPGA.

5 Development of Management System and Software

To control the position of the ball on the platform a neural network feedback control
system is presented, shown in Fig. 6. The scheme is a classical scheme of specialized
inverse training. By the method described in [17], we synthesize a neural network
component such as the inverse (inverse) model of the control object. In Fig. 6, the
neurocontroller includes an inverse model of the control object, a component of its
debugging, developed by the method described in [18] and the inverse relationship.

Fig. 6. Control system model
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The scheme shown in Fig. 6 is a model of the entire control system, including the
object on the basis of previously developed neural network components, in the FPGA
loaded the neurocontroller itself.

6 Conclusions

A generalized block diagram of a neurocontroller based on the FPGA, which imple-
ments the basic components of neural network control systems, is developed.

The model of the neurocontroller for the system of stabilization of the moving
object on a limited plane was implemented and its research was carried out, which
confirmed the high efficiency of work.

Such a control object as a ball on a platform is a complicated nonlinear object,
therefore, for managing it, a neural network control system, which belongs to a class of
nonlinear dynamic systems, was developed. The neural network control system,
developed in this work, functions and adapts in real time and generates rather com-
plicated management functions. When the control system is on, the ball will be bal-
anced at any given point on the plate. It can also be aimed at moving from one point to
another and staying there. Using this control system you can set the trajectory of the
ball movement on the platform, for example, circular motion.

The built and tested system can be additionally used as an excellent test bench for
testing various other control schemes. In the future, more efficient controllers can be
developed on the basis of FPGAs to achieve even higher performance.
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Abstract. The work relates to the categorical approach to general theory of
systems, different from well-known Goguen category direction in Computer
Science. Developed by the author generalized polycategories (convolution
polycategories and categorical splices) are used. The composition of arrows in
generalized polycategories is replaced by convolutions. Models for artificial
neural networks of various architectures, including those for quantum neuron
networks, are found in the categorical approach to the theory of systems. Neural
networks are modeled by associative composite convolutional polycategories of
the corona type. Previously unknown nature of branching connections of indi-
vidual neurons with many others is revealed within this model. Categorical
splices, as a separate categorical formation, simulate dynamic systems, including
classical and quantum mechanics. It is shown how functor and splices, modeling
system-forming P.K. Anokhin’s factor, collect an integral system from indi-
vidual classical or quantum particles. Categorical splices as well simulate sim-
plicial connections in R. Atkin’s q-analysis, which are used for physiological
and mental traffic in a cognitom by K.V. Anokhin. As a result, the neuro-graph
model of “brain-mind” is detailed in relation to simplicial connections in neural
network as a model of “brain-mind”, and in possible models of artificial neural
networks.

Keywords: Computer Science � Artificial Intelligence �
Category theory of systems � Polycategories � Duality � Category splices �
Atkin’s q-analysis � Combinatorial homotopy groups � Mental traffic �
Artificial neural networks

1 Introduction

The categorical theory of systems, which has arisen recently on the basis of new
mathematical objects called convolutional polycategories [1–4], made it possible to
advance in a number of unsolved problems of functional and biomachsystems. It has
become a categorical language for numerous approaches to the notion of a system from
Mesarovic systems and Vilems systems to ergatic systems (human factors), functional
systems and biomachsystems [1]. In the second section of the article, this categorical
approach is applied to the theory of artificial neural networks of various architectures. It
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is shown that neural networks are modeled by associative composite convolutional
polycategories of the corona type, within the framework of this model, the nature of
branching compounds of individual neurons with many others is revealed. In the third
section of the article category splices, as a separate categorical formation, simulates
simplicial connections in the Atkin’s q-analysis [5, 6], which are used for physiological
and mental traffic in the “cognitom” by Anokhin [7, 8]. As a result, the neurograph
model of “brain-mind” is detailed in relation to simplicial connections in a neural
network, as a model of “brain-mind” and in possible models of artificial neural net-
works. The results of the work are given in the conclusion.

2 Simulation of Neural Networks by Convolution
Polycategories

Computer Science has a fundamental theoretical part (Abramsky categorical quantum
mechanics, functional programming, etc.) and an applied part, which, in particular,
includes engineering work on the design of artificial neural networks for robots, for
pattern recognition and for solving other engineering problems [9–14]. This report
refers to the fundamental theoretical part of Computer Science. Engineers offer specific
artificial neural networks and, as a rule, do not think about the mathematical nature of
the objects they use. Before the author’s work, even the main object “artificial neural
network” was understood intuitively and did not have an exact mathematical model.
One of the still uncorrected errors in the definition of an artificial neural network arose
when describing a neural network proposed by a group of PDP scientists back in the
1980s and results from a misunderstanding that the neurons shown in the Fig. 1 are
mathematically different objects.

The right shows the vertex of the graph (soma of the neuron) and the three edges of
the graph emerging from it, and the image on the left is not a graph, since the axon
branch point by definition PDP is not included in the set of vertices and edges defining
the graph. However, it is precisely from neurons of the type depicted on the left that all
neural networks are clearly built, and everywhere the networks are referred to as
graphs. But these networks are not a graphs.

From the point of view of the theoretical part of Computer Science, the determi-
nation of the mathematical nature of artificial neural networks is a very important task.
However, the solution of this problem before the introduction of convolutional poly

Fig. 1. Images of a neuron (a neuron soma is depicted as a rectangle) and its axon.
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categories by the author was impossible, since the neural network is a convolutional
polycategory of a special type, which is claimed by the theorem below. A similar
situation occurred in the case of the notion of an algorithm. It was used everywhere on
an intuitive level until the 1930s. But the appeared precise definition of the algorithm
allowed solving a number of difficult problems, in particular, connected with the proof
of the non-existence of some algorithms. Ascertaining the nature of artificial neural
networks, in addition to developing their theory in Computer Science, also leads to
useful results for engineers. As an example, we have corrected errors in the con-
struction of the “conjugate Osovsky graph” for the beautiful formula for calculating
derivatives found by him for the backpropagation method [9]

@E

@wðmÞ
ij

¼ u0ðmÞi vðm�1Þ
j :

Osovsky’s proposed change in the direction of the arrows is not enough; the exact
wording uses the application of two types of duality (polyarrows duality and
convolution-polyarrows duality) of a convolutional polycategory that represents a
neural network. It became clear what Osovsky was doing on an intuitive level when
building a “conjugate graph” for his formula.

A convolution polycategory is a collection of polygraphs and convolutions (anal-
ogous to the usual composition of arrows, multi- and polymaps in category theory (for
details, see [1–4])).

An example of the convolution S of three polymaps is shown in Fig. 2. The neuron,
as an adder, is represented as a function of many variables, which could be considered
[15] as a polymap of the multicategory Set, if the neurons were interconnected as in Set

Fig. 2. Convolution of three polymaps (left) and the result of convolution in the form of a new
polymaps (right).
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(where one input is connected to one output). For a neural network, neuron compounds
can be modeled by convolution in an associative composite convolutional polycategory
according to the following theorem, proved in [2]. Before the formulation, we note that
a convolution, branching one output into several inputs into polymaps of a convolu-
tional polygraph, is called a corona convolution or simply a corona (see Fig. 3).

Theorem. Let we have an artificial neural network with neurons having several inputs
and one output with its activation function for each neuron. The neuronal connections
are performed by the available output which branches into a finite number of lines
connected to the inputs of other neurons. Then neural networks, constructed from these
neurons, form an associative composite convolutional polycategory with a set of
corona type convolutions.

The Hopfield network, shown in Fig. 3, consists of two neurons f and g, e with
indices - single neurons, a, b with indices - respectively, inputs and outputs of the
network, S and T are two corona convolutions.

Let a multilayer neural network of the type [9] p. 55 (see the diagram of this
network below) be given, as a polygraph of a convolution polycategory [2]. Apply to it
the duality mapping by polyarrows duality (corresponds to the “change of arrow
directions” in categories) and further the convolution-polyarrows duality (corresponds
to the replacement of soma neurons with the names of suitable convolutions). As a
result, we obtain a neural network as a convolution polygraph of a convolutional
polycategory, which we call conjugate to a given source network, if we select its
parameters as shown below (see the network diagram and the conjugate network).

Fig. 3. Example of corona convolution (left) and an example of the Hopfield network (right).
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In the above Osovsky formula, the corresponding values from the lower polygraph
(Fig. 4) are substituted into the first factor, and the corresponding values from the upper
polygraph are substituted into the second factor. Additional elements of the polygraph
as compared to [9] are also neurons, into which convolutions are translated according
to duality transformations.

Fig. 4. Multi-layer neural network of type [9] p. 55 as a polygraph of convolutional
polycategory (above) and the result of applying duality, which we call paired with this source
network, if we select its parameters, as shown below.
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3 Category Splices, Particle Mechanics and the Simplex
Connection by R. Atkin

It is possible to go from convolution polycategies to categorical splices, if you omit
orientation in polygraphs. It is more convenient, however, to consider category splices
as a separate categorical essence with its axiomatics and models. Dynamic systems,
classical and quantum particle mechanics are modeled with the help of category splices.
Graphical representation of categorical splices formal language formulas is similar to
polycategory case. For example, two simple splices modeling two material points of
classical mechanics and their convolution are presented in Fig. 5.

A similar convolution (Fig. 6) collects an integral system of N particles in quantum
mechanics.

Fig. 5. The upper part of the figure shows two splices simulating two particles and convolution,
the lower part represents the result of the action of convolution, which is splice, modeling a
holistic system of two particles.

Fig. 6. The splice of a quantum particle. There is a wave function (spinor) of the particle state,
spin and other observables.

264 G. K. Tolokonnikov



www.manaraa.com

Quantum-mechanical systems are modeled by categorical splices in the categorical
theory of systems. There is a representation theorem analogous to Theorem for
quantum neural networks. By the given arrows of the directed graph one can construct
by means of a path composition from one vertex to another. According to the available
directed graph, a free category is constructed based on these paths. The arrows, if get
abstracted from orientation, are 1-simplexes and the graph is 1-simplicial set. If there is
a simplicial set consisting of simplexes of different dimension intersecting along the
faces, one can speak of simplicial paths connecting various simplexes in the same way
as the path of the graph joins its boundary points.

One can talk about networks loading paths with traffic. Such simplicial paths
proved to be very useful in information networks of social phenomena. R. Atkin’s q-
analysis lies at the core of applications here [6, 7]. The study of simplicial paths led R.
Atkin to the concept of pseudo-homotopy groups, the rigorous theory of which, was
constructed by R. Lubenbacher and his colleagues [16]. Pseudo-homotopy groups
obtained a more precise name for combinatorial homotopy groups, which, in fact, are
purely combinatorial objects and have little in common with homotopy theory in
algebraic topology.

The example of “people-interests” from Johnson’s book [7] illustrates the idea of
simplicial connections (as seen from the table) and the corresponding images of Pete
and Tim are connected in a simplicial way in the network of interests (Fig. 7).

g p c s f pt h l gr ck n sc

Pete 1 1 1 1 0 0 0 0 0 0 0 0
Sam 0 1 1 1 1 0 0 0 0 0 0 0
Sue 0 0 0 0 1 1 1 1 0 0 0 0
Jane 0 0 0 0 0 0 1 1 1 1 0 0
Tim 0 0 0 0 0 0 0 0 1 1 1 1

(g – gaming, p – pabs, c – cars, s – sport, f – fashion, pt – painting, h – history, l – literature, gr –
gardening, ck – cooking, n – nature, sc – science)

Simplicial paths of this kind can be used to describe physiological and mental traffic
in the cognitom model proposed by Anokhin [7, 8] as network-networks (the Johnson
hypernetwork [6]). In [1], a formalization was given for this intuitive cognitom model.

Fig. 7. Simplicial network “people-interests”.
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Such simplicial paths are modeled by a very special case of categorical splices with
composite convolutions. The splices diagram of Fig. 8 for the example is obtained for
splice with a composite convolution (corresponds to common faces for a pair of
simplexes-cones for which gluing can be performed).

Just as in the indicated case of constructing a free category by a graph, there is a
procedure for constructing a category splice along a given set of cones. R. Atkin and R.
Lubenbacher do not consider similar category operations on simplicial paths.

Since category splices are embedded in convolutional polycategories, the cate-
gorical platform proposed by the author in [1, 2] for the brain and its both mental and
physiological traffic in the form of a neurograph or neurocategory contains R. Atkin’s
simpicial networks as special cases.

4 Conclusion

Convolutional polycategories and categorical splices have numerous applications,
described in [2]. In this paper we propose a polycategorical model for artificial neural
networks, including quantum neural networks, as a convolutional associative com-
posite polycategory with convolutions of the corona type, which made it possible, in
particular, to reveal the nature of branching neuron connections in neural networks.
Thus, we gave for the Computer Science theory a solution to the problem of the
mathematical description of the nature of artificial neural networks, which were pre-
viously considered at an intuitive level.

The modeling of classical and quantum mechanics of particles in the form of
categorical splices is described. This allows us to include dynamic systems of quantum
and classical mechanics in the author’s categorical theory of systems, as well as arti-
ficial networks of quantum neurons.

Based on the proposed modeling of simplicial connections of Atkin’s q-analysis
with the help of category splices, a more detailed consideration of K.V. Anokhin’s
approach to the cognitom previously included in the categorical platform for the brain
with mental and physiological traffic in the form of neurocategories, was carried out.

The listed results are new and original, having applications in Computer Science.

Fig. 8. A splice scheme for the simplicial “people-interests” network.
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Abstract. The article proposes a general structure of the modular decision
support system (DSS) in cybersecurity tasks. A model is described for the
subsystem of fuzzy inference (FI). Based on the FI rules for input values that can
be obtained from sensors, multi-agent systems, SIEM sensors that detect the
presence of threats, cyberattacks, anomalies, it is suggested to determine the
output values for estimating the protection degree of critical computer systems
(CCS) using DSS. The model assumes that the input values for the FI subsystem
were obtained as a result of the fuzzification procedure in the corresponding
module. Each element of the output values characterizes the presence or absence
of a sign of unforeseen situations associated with anomalies, attacks or other
attempts to interfere with the work of the CCS without authorization. An
algorithm is proposed for forming a knowledge base of unforeseen (emergency)
and typical situations in CCS. The algorithm differs from the known ones in that
it made it possible to form a set of cases of typical responses to threats,
anomalies and attacks in CCS, as well as rules for the output for authentication
of unforeseen situations which are primarily associated with a targeted
destructive impact on CCS. The use of the “fuzzy logic output” module allows
one to display the state of the most vulnerable components of CCS as a mul-
tiparameter “image”. The obtained multiparameter “image” can be applied in
DSS for a qualitative assessment of the security of CCS.

Keywords: Critical computer systems � Cybersecurity �
Decision support system � Multiparameter “image” � Security evaluation

1 Introduction

In the process of operation of critical computer systems (CCS) one of the priority tasks
of processing data coming from various devices that are part of the complex infor-
mation security systems (hereinafter referred to as CISS, for which we primarily mean
hardware and software components) is to obtain information about the status of pro-
tection components. Efficiency and accuracy during an operational assessment of the
degree of protection of CCS can be complicated by the influence of the factors listed
below. The first - incoming data (from SIEM sensors, multi-agent systems, sensors
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detecting the presence of threats, cyberattacks, anomalies, then the abbreviation sensor
subsystems – SenS) can be different in their parameters. Second, in the process of
obtaining data, the influence of external influences influencing the authenticity of the
monitored characteristics is possible. The third is that the response to destructive
interventions is limited to a time frame, with minimal time left for the results of the
analysis. Fourth, there may be situations when a combination of the estimated
parameters in the CCS leads to “vagueness” during making decisions on the assessment
of current security conditions for CCS (unlike typical ones). For these reasons, oper-
ational and effective solutions in the analysis of complex targeted cyberattacks on CCS
and the corresponding decision-making procedures require the use of special analytical
systems [1, 2]. It is obvious that such systems should be based on modern authenti-
cation methods for CCS and CISS states. It is also advisable to use the potential of
intellectualized adaptive decision support systems (DSS) in cybersecurity (CS) tasks, as
well as the recognition of threats, anomalies and cyber-attacks [3]. In the period of
avalanche-like growth of the complexity and quantity of cyber-attacks on CCS [4], and
the increase in the number of parameters coming from sensory SenS CISS, it became
necessary to introduce adaptive expert (AE) and DSS into CISS structures. This is
necessary for complex multi-criteria analysis of data from SenS CISS, which generate
data for assessing the security of CCS. Note that one of the most effective methods for
solving this class of problems is the method that assumes the construction of AE and
DSS based on the theory of fuzzy sets (TFS). It is also possible to use a fuzzy logic
device (FL) [3, 5, 6].

The use of AE and DSS can minimize the impact of the “human factor” on the
quality of decisions made. In addition, the speed of decision-making increases. Possible
situations related to the diversion of information security personnel to routine work are
being reduced. Also, in the end, the cost of ownership of similar complexes is reduced.

2 Literature Review and Problem Posing

In recent years, the scenarios for the realization of cyber-attacks have become more
complex [4, 7]. The increase in the number of anomalies recorded in CCS and other
attempts of unauthorized interference in the operation of complex digital systems is
recorded [4, 8]. In these conditions, a line of research has emerged on the intellectu-
alization of decision support procedures in the process of recognition of threats,
cyberattacks and anomalies. Analysis of existing world experience [4, 6–10] confirms
that the extensive approach to solving the tasks of cybersecurity of CCS due to the
increase of means and measures for information protection (IP), often does not lead to
the expected result. A promising area of research has been the work devoted to the
creation of intelligent decision support systems (DSS) [3, 6] and expert systems
(ES) [5, 11] in problems of assessing the security of information objects. These studies
have not yet been completed.

In [3, 5, 6, 11], the experience of implementing commercial DSS and ES for
analysis of threats, attacks and anomalies is analyzed. It is noted that commercial
systems have a closed nature, and their acquisition by individual companies or orga-
nizations is associated with significant financial costs.
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Thus, considering the polemics in [1, 2, 5, 10, 11], it seems relevant to develop new
and improve the existing models and algorithms for adaptive DSS, which are involved
in data processing processes from various SenS subsystems of cybersecurity and
(CS) protection of information (PoI) in CCS.

3 Purpose and Objectives

The aim of the research is to develop new or improve the existing models and algo-
rithms for adaptive DSS, which are involved in the processes of data analysis from
SenS subsystems of cybersecurity and information security in CCS.

The objectives of the article are:
To develop a module of “fuzzy logical inference” for expert examination of data

from SenS CCS;
To develop an algorithm that forms the knowledge base (KB) about typical and

unforeseen situations (US) in CCS (which provides expert analysis of the degree of
security of CCS).

4 Methods and Models

The general structure of the developed modular decision support system in cyberse-
curity tasks is shown in Fig. 1. The Fuzzy Inference Module and the algorithms that
generate KB typical (reference) and unforeseen situations for DSS for CCS security
analysis are described below.

The module “FLB” is intended for realization of the system of fuzzy output (FI). In
Fig. 1 are designated as 6–6k. Based on the rules of fuzzy inference (FI) on the input
values of SenS Rd Ri;ni tð Þ

� �
;m Ri;ni tð Þ

� �� �
i ¼ 1; k; ni ¼ 1;Ni
� �

; the output values are

determined Rdc ji;ni tð Þ
� �

;m Rdc ji;ni tð Þ
� �n o

i ¼ 1; k; ni ¼ 1;Ni; j ¼ 1; :J
� �

: In this case,

we assume that the input values were obtained as a result of the fuzzification procedure
in the corresponding module (module 5, see Fig. 1). Each element of the output values,
in turn, characterizes the presence (absence) of the US flag (hereinafter, the notation - is
introduced EmS). Then a specific indication of an unforeseen situation jð Þ, for example,
which arose because of a cyber-attack on CCS, can be described using the variables
described below. The following variables are entered: Md j

i;ni tð Þ – discrete state char-
acteristic niParam, for example, the number of bytes from the source to the destination,
the number of bytes to the client, the connection flags, the number of root accesses, the
number of file creation operations, the number of shell requests, the number of opera-
tions to access file control, etc. (we accept by KDD 99) [12, 13]. This variable can take
one of the following values, see Fig. 2, where “1” is deviation from the norm from the
top; “0” is a typical situation (or norm); “−1” is deviation from the norm below; “2” is

deviation from the norm below or above; m Md j
i;ni tð Þ

� �
– experimental evaluation of the
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degree of explication of influence ni value (parameter Param) ið Þ subsystem CCS for the
emergence j� EmS (for example, anomalies in the CCS network), at each time point tð Þ.

The rules for identifying j� EmS can be described in the following way:

If Rd Ri;ni tð Þ
� � _Md j

i;ni tð Þ ¼ 1 that is jð Þ ð1Þ

with a degree of explication m Md j
i;ni tð Þ

� �
;

If Rd Ri;ni tð Þ
� � _Md j

i;ni tð Þ ¼ �1 that is jð Þ ð2Þ

Designations adopted on the scheme: 1 - input device; 2 - server; 3 - visualization module; 4 - 
defuzzification module; 5 - modulus of fuzzification; 6 (6k) - modules of the subsystem of fuzzy 
inference; 7 (7k) - output devices; 8 - the module for outputting the results of the analysis and 
recommendations on how to overcome unforeseen situations; 9 - module for primary pro-
cessing of information coming from sensors, multi-agent systems, sensors that determine the 
presence of threats, cyber-attacks, anomalies; 10 - server module with knowledge bases (KB); 
11 - the module of the analysis of the basic parameters of functioning CCS with the integrated 
estimation of security; 12 - modules of employees of information security and cyber security 
services CCS (by the number of CCS subsystems); 13 - new rules (recommendations) added to 
the KB; 14 - recommendations on how to overcome unforeseen situations related to CS CCS.

Fig. 1. General structure of the modular decision support system in cybersecurity tasks.
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with a degree of explication m Md j
i;ni tð Þ

� �
;

If Rd Ri;ni tð Þ
� � ¼ 1 or Md j

i;ni tð Þ ¼ �1
� �

_ Md j
i;ni tð Þ ¼ 2

� �
that is jð Þ ð3Þ

with a degree of explication m Md j
i;ni tð Þ

� �
:

Figure 2 shows an example of the formation of variables for the module of the
fuzzy output subsystem during the filling of the KB DSS with TCP traffic data (for a
specific CCS, for example, the TCP-flood attack). The graph shown in the green line
shows the actual average traffic threshold. If a deviation from the norm (red line) is
recorded for 30 s in the KB DSS, a corresponding one that describes the anomaly or
threat is recorded. If within a given interval the mean values of the metrics exceed the
threshold values, the analyst will be informed of a deviation from the norm from above
or below (“1” or “−1”). Information about the rejection is also available for the
administrator of the CCS network to view.

At each moment tð Þ for detection EmS on the basis of jð Þ only one of the three rules
may change (1)–(3).

We believe that each rule described in KB DSS for the recognition of threats,
anomalies and cyber-attacks in CCS, i.e. j� EmS can match the value of deviations
Ri;nn tð Þ in the moment tð Þ for ni EmS i subsystem CCS with the degree of explication of

influence ni parameter on EmS which is m Md j
i;ni tð Þ

� �
:

"0" –  a typical situation (or norm); "1" - deviation from the norm from above; "-1" - deviation 
from the norm below; "2" - deviation from the norm below or above

Fig. 2. Formation of a variable for the module of the subsystem of fuzzy output.

272 V. A. Lakhno



www.manaraa.com

As a result of the use of rules (1)–(3) for ni Param i subsystems CCS can form Jð Þ
output values Rdc ji;ni tð Þ

� �
;m Rdc ji;ni tð Þ

� �n o
i ¼ 1; k; ni ¼ 1;Ni; j ¼ 1; :J
� �

: Note that

for fixed (for example, critical numbers j� EmS), we assume:
If there is an active rule from (1)–(3) then it is possible j� EmS,

Rdc ji;ni tð Þ ¼ m Ri;ni tð Þ
� � _ m Rdc ji;ni tð Þ ¼ m Md j

i;ni tð Þ
� �� �

;

If there are no active rules from (1)–(3) then it is not possible j� EmS

Rdc ji;ni tð Þ ¼ 0 _ m Rdc ji;ni tð Þ ¼ m Md j
i;ni tð Þ

� �� �
:

In the defuzzification module Jð Þ output values Rdc ji;ni tð Þ
� �

;m Rdc ji;ni tð Þ
� �n o

i ¼ 1; k; ni ¼ 1;Ni; j ¼ 1; :J
� �

is a numerical value (fuzzy). For this value, in the
future, using DSS, we define a set of recommendations on how to overcome unforeseen
situations (EmS).

Weight coefficients, for example, for j�th EmS, are defined as follows:

n j
i tð Þ ¼

PNi

ni¼1
m Rdc ji;ni tð Þ
� �

�Rdc ji;ni tð Þ
PNi

ni¼1
m Rdc ji;ni tð Þ
� � : ð4Þ

We believe that EmS (j�) occurred in i subsystem CCS if:

nj
�
i tð Þ ¼ max

j¼1;J
n j
i tð Þ� � _ nj

�
i tð Þ� thvi; ð5Þ

where thvi – the threshold value of the degree of detection (for example, once detected,
partially detected, not detected) EmS. We believe that thvi 2 0; 1½ �:

If nj
�
i tð Þ\thvi; then EmS in i subsystem in moment tð Þ not identified. In this

situation, you should begin an interactive analysis of the expert on CS and DSS. With
this, you can use the algorithm for generating the KB for the FI system, see Fig. 1.

The algorithm that forms KB for typical (reference) and unforeseen situations for
DSS is described below.

The input data for the fuzzy inference subsystem include: allowed boundaries

rmin
i;ni tð Þ; rmax

i;ni tð Þ
h i

which determine the typical operating modes of CCS; the function of

belonging to the unforeseen modes in the CCS for the monitored parameters for sit-
uations that deviate from the acceptable limits.

Personal KB formation for typical CCS operating modes is filled based on the
instructions for CCS staffing behaviour.

Based on the results of the software and hardware components of the CISS, the
KB DSS is filled with actual data on the regular operating modes of the system.
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We assume that the function m Ri;ni tð Þ
� �

for actual tolerances is a piecewise linear
function by which the degree of explication (belonging) is established: If “0”, then
Param it is in the actual zone of the allowed boundaries; If “1”, then Param it is outside
the calculated range of allowed boundaries.

Thresholds tvqni tð Þ; qni ¼ 1;Qni

� �
were calculated upon request to KB using the

following formulas:

tvqni tð Þ ¼ tvQni
� qni � 1ð Þstni= Qni � 1ð Þstni� �

& stni ¼ u � 1=suð Þ; ð6Þ

where st – the degree of filling the KB for a particular parameter; number of tests that
are taken into account in statistics; su – the number of DSS tests for which the KB is
supposed to be full (KB fragment of the DSS prototype “Threat Analyzer” [14]).

The procedure for forming a KB including rules for the fuzzy output module in the
process of automated processing of indications from SIEM sensors, multi-agent sys-
tems, sensors detecting the presence of threats, cyber-attacks, anomalies is described
below.

A new or existing rule for detecting an unforeseen situation in CCS by value ni�
parameter ni ¼ 1;Ni

� �
for the subsystem i ¼ 1; k

� �
CCS is formed on the basis of

Rd R j
i;ni tð Þ;Md j

i;ni tð Þ
� �

. Next, we should determine the degree of explication of influ-

ence m Md j
i;ni tð Þ

� �
ni – the occurrence j ¼ 1; J

� �
EmS: The rules described by

expressions (1)–(3) are used.
Baseline values for detection j ¼ 1; J

� �
EmS : Md j

i;ni tð Þ – parameters that char-

acterize the discrete states of ni – parameter ni ¼ 1;Ni
� �

for subsystems i ¼ 1; k
� �

CCS, which influences the occurrence j ¼ 1; J
� �

EmS; m Md j
i;ni tð Þ

� �
– parameters

that characterize the expert evaluation of the degree of explication of the influence of ni
parameter on the appearance j ¼ 1; J

� �
EmS:

The received values were recorded in the KB DSS “Threat Analyzer” [14], with the
initial description by the experts. It is also possible to enter data in the KB with
automatic/automated collection of indications from SIEM sensors, multi-agent systems,
sensors detecting the presence of threats, cyberattacks, anomalies. If an expert has
discovered a new unforeseen (non-standard) situation with CCS security, he can respond
to messages from the DSS window interface. After that, the expert records in KB. The
new record characterizes the current state of the subsystems that identified abnormal
situations. The following describes some of the results of testing the prototype of the
modular decision support system in cybersecurity tasks “Threat Analyzer” [14]. These
results continue the research, the results of which were previously presented in [14, 15].

5 Simulation Experiment

In order to test the model for the “fuzzy inference” module and the algorithm for
generating the KBs of unforeseen and typical cybersecurity situations in CSS, test
experiments were conducted for the DSS Threat Analyzer prototype.
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Figure 3 shows the histogram of the time comparison (in minutes) spent by the
experts independently (red columns) and using DSS (blue columns) to assess the
characteristics of unauthorized access to the CCS server.

The results show that without using the DSS prototype “Threat Analyzer” experts
were more optimistic about the overall state of protection for CCS and its servers. But
at the same time, the time spent without automating the collection and processing of
indications from SIEM sensors, multi-agent systems, sensors detecting the presence of
threats, cyber-attacks, anomalies, was 1.2–2.5 times higher.

During the testing of the DSS prototype, the mechanisms of interaction between
experts and DSS “Threat Analyzer” were also tested in the process of synthesizing the
guiding rules in the tasks of assessing the degree of protection of CCS.

6 Discussion

The developed algorithms for expert study of data from SenS and formation of KB of
unforeseen and typical situations in CCS allow: accumulating knowledge concerning
unforeseen situations in CCS; reducing the time spent on taking decisions in the
process of analyzing threats, anomalies and cyberattacks in CCS. This allows one to
promptly assess the situation and prevent its development into an emergency one in
real time, in unforeseen situations, caused by attempts to unauthorized influence on the
system; increasing the objectivity of decisions taken during the analysis of data from
CISS sensors and sensors in CCS; expanding the functional capabilities and efficiency
of the personnel of the information security and cybersecurity units of CCS. This is

Fig. 3. Time spent for assessing the characteristics of unauthorized access to CCS Information
Resources by experts independently and with the help of DSS “Threat Analyzer”.
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achieved by the ability to automate the decision support process if the deviations from
the typical (regular) operating modes of the CCS are recorded.

Certain drawbacks of the work can be situations caused by a lack of data from
SenS CISS. However, we note that the process of forming the KB for tests has passed
quite quickly and with sufficient personnel qualification, this drawback will not lead to
a decrease in the degree of security of the CCS.

It is established that the use of the DSS prototype “Threat Analyzer”, equipped with
modules from automatic and automated collection of information from SIEM sensors,
multi-agent systems, sensors detecting threats, cyber-attacks, anomalies, reduced the
costs of organizing complex GIS by 12–15% alternative methods [5, 6, 10]. The
described solutions complement existing studies [6, 14], in the context of solving the
management tasks of CCS protection based on the implementation of the integrated
systems of cybersecurity of intelligent DSS and expert systems. The investigations
carried out are a continuation of the works [6, 14, 15].

A promising direction of the development of this work is the filling of KB and
logical rules of the prototype DSS taking into account the expansion of test information
and the results of approbation “Threat Analyzer”. It is also planned to expand the
functionality of the proposed DSS prototype “Threat Analyzer” and to test it on a larger
number of CCS enterprises.

7 Conclusion

For the first time in the work:

A model for the module “fuzzy inference”, which is intended for the implemen-
tation of the subsystem of fuzzy inference (FI) is proposed. Based on the fuzzy
inference (FI) rules, the input values of SenS determine the output values for the DSS
security rating of the CCS. The model assumes that the input values for the FI sub-
system were obtained as a result of the fuzzification procedure in the corresponding
module. Each element of output values characterizes the presence (absence) of a sign of
an unforeseen situation related to anomalies, attacks or other attempts at unauthorized
interference with the work of CCS;

An algorithm for forming the knowledge base of unforeseen and typical situations
in CCS is suggested. The algorithm differs from the known ones in that it made it
possible to form a set of cases of typical responses to threats, anomalies and attacks in
the CCS, as well as rules for the withdrawal for authentication of unforeseen situations,
which are primarily associated with a targeted destructive impact on the CCS.

It is shown that the proposed models and algorithms for the expert study of SenS
data differ from the known ones, they use elements of theories of expert systems, fuzzy
sets, as well as the fuzzy logic apparatus. The use of the “fuzzy inference” module
allows displaying the state of the most vulnerable CCS components as a multiparameter
“image” (MPI). The received MPI is used in DSS for a qualitative assessment of the
processes taking place in CCS. Possible “fuzziness” was considered in assessing the
situation with the security of CCS.
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Abstract. Digital signature authentication scheme provides secure communi-
cation between users. Digital signatures guarantee message integrity and
authentication information about the origin of a message. In the present paper
we describe existing algorithms for the formation and verification of the digital
signature. The conducted studies made it possible to determine that the schemes
with message recovery differ from the schemes with the addition that they do not
completely hash messages, but instead use masking functions and redundancy of
the message. It was determined that the most effective and optimal for further
use is the Nyrberg-Rueppel scheme, which is based on elliptical curves (ECNR).
In this paper, we present a new digital signature scheme with message recovery
based on elliptic curve cryptograph on the base of the State standart 4145-2002.
Elliptic curve cryptosystem provides greater security compared to integer fac-
torization system and discrete logarithm system, for any given key size and
bandwidth. The main difference between the proposed scheme was the
replacement of the hash function with the hash token function, which makes the
signature and verification procedure reversed and allows you to recove messages
from the signature r-component.

Keywords: Digital signature � Verification � Confidentiality �
Elliptical curves � Hash token � Discrete logarithm

1 Introduction

Digital signature authentication schemes provide secure communication with minimum
computational cost for real time applications, such as electronic commerce, electronic
voting, etc. Under the notion of electronic digital signature we will understand the type
of electronic signature obtained by the cryptographic transformation of the set of
electronic data, which is added to this set or logically combines with it and allows to
confirm its integrity and identify the signer [4, 5]. An electronic digital signature is a tool
that allows you to create the legal basis for electronic document flow (including the
Internet) and which can be a means of protecting the document flow system. In Ukraine,
the main document governing the procedure for the creation and verification of an
electronic-digital signature is the State standard of Ukraine 4145-2002. «Information
Technology. Cryptographic protection of information. Digital signature based on
elliptical curves. Formation and verification» [3].
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Digital signature are becoming increasingly popular, which make it possible not
only to verify signatures, but also to recove the original digital signature message. This
means that the signing document will not be transmitted by the open communication
channel, but will be a signature component, and the checking subscriber will receive
access to the message only in case of confirmation of authorship and integrity. Thus,
such a structure of digital signature provides another security service – confidentiality.

Digital signature authenticated schemes, have the following properties: confiden-
tiality; authentication; non-repudiation; message recovery. The State standard of
Ukraine 4145-2002 does not have the ability to recove the message. Therefore, the
purpose of the work was to create a system for ensuring the integrity, reliability and
confidentiality of information on the basis of the use of an electronic-digital signature
on the basis of elliptic curves using the State standard of Ukraine 4145-2002 with the
recovering of an information message [3].

The purpose of this article is to analyze and consider the practical bases of the
formation and verification of electronic digital signature scheme. In this paper, we
propose a new digital signature scheme with message recovery using public keys and
State standard of Ukraine 4145-2002 based on Elliptic Curve Discrete Logarithm
Problem. The public key and the private key of the proposed scheme are agreed upon
between the user and server through secure channel. The main difference between the
proposed scheme was the replacement of the hash function with the hash token
function, which makes the signature and verification procedure reversed and allows
you to recove messages from the signature r-component. It is computationally infea-
sible for the adversary to find the private key from the publicly known information.
This approach allows solving the problem of information protection, including stored
information, processed and transmitted in modern information networks on the basis of
confidentiality and integrity.

2 Related Work

There are different classifications of modern electronic digital signature schemes. They
can be classified according to the mechanism of construction (symmetric and asym-
metric), with the recovery of a message or without, one-time and multiple, determin-
istic and probabilistic, on the problem that underlies them [12–14].

All schemes of electronic-digital signatures can also be divided into two major
classes: conventional digital signatures (with the addition) and electronic digital sig-
natures with message recovery. In the digital signature, the recovery part or the full
message can be recovery from the digital signature, that is, to verify the digital sig-
nature, you only need to know the digital signature and possibly the public key cer-
tificate. In the digital signature with the addition - the digital signature joins the
message and is stored and transmitted with it, and to verify the digital signature must
necessarily have a public key certificate [1, 7, 18].

In Ukraine, the main document governing the procedure for the creation and ver-
ification of the digital signature is the «State standard of Ukraine 4145-2002. Infor-
mation Technology. Cryptographic protection of information. Digital signature based
on elliptical curves. Formation and verification» [3]. The State standard of Ukraine
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4145-2002 establishes a digital signature mechanism based on the properties of groups
of points of elliptic curves over GF 2mð Þ, and the rules for applying this mechanism to
messages sent by communication channels and/or processed in computerized general-
purpose systems. The application of this standard guarantees the integrity of the signed
message, the authenticity of its author, and the untruthfulness of authorship [3, p. 6].
The scheme of the formation of an electronic-digital signature under the State standard
of Ukraine 4145-2002 refers to schemes with message completion, but there are
schemes with message recovery. The signature of the recovery of the message, in
comparison with the supplement signature, provides an additional security service –

confidentiality [6, 8, 21].
Structurally, the schemes with message recovery differ from the schemes with the

addition that they do not gage completely the message (but in different algorithms can
partly use the hex functions), and instead use the functions of masking and finding the
losses of the message. Such an algorithm has its advantages: a user who verifies a
signed message will only be able to access it if the signature is verified; in addition to
ensuring the integrity of the message, it can also ensure its confidentiality; electronic-
digital signatures with recovery can provide a smaller amount of signature in small
messages; using the functions of generating the redundancy of the message (the stage
of creating a pre-signature), which provides a flexible function (for example, choosing
the type of redundancy, you can determine whether the part of the message will be
recovered or completely all the message).

In 2003, the international standard ISO/IEC 15946-4 was adopted. It included 5
independent algorithms for e-mail retrieval (ECNR, ECMR, ECAO, ECPV, ECKNR),
cryptographic transformations based on elliptic curves. Subsequently, this standard was
refined and adopted in 2006 as ISO/IEC 9796-3 [1, 2, 8] to replace existing one. The
standard ISO/IEC 9796-3 distributes and refines the algorithms specified in ISO/IEC
15946-4 and since 2008 is the main standard for signatures with message recovering.
Signatures have a common Nyberg-Rueppel (NR) scheme, but they are used to opti-
mally use the r-components of the modified algorithm before the signature [11].

The RSA with recovery feature has the advantage that it is the most common, has
high speeds during signing/verification, and is also versatile, as it is also suitable for
encryption/decryption. NR schemes, unlike RSA, are usually effective for a short
message, because in this case all messages will be recovered. However, these algo-
rithms have an advantage in the cryptostability and complexity of the mathematical
problems on which they are based. The use of redundancy functions can guarantee
lower volumes of signatures on short messages. In addition, due to the fact that the
ECNR scheme operates on the use of elliptic curves, it allows the use of smaller
parameters and keys [6, 15, 17, 20]. Comparing schemas without recovery messages, it
was found that RSA and El-Gamal algorithms with the same key size would have the
same cryptosecurity (approximately 2.7 • 1028 for a key of 1024 bits). But the El-
Gamal algorithm is nicely faster than RSA when signing a document, but inferior in
speed at verification. The advantage of the El-Gamal scheme is that at the given level of
stability of the digital signature algorithm, the integer numbers involved in the cal-
culations have a record 25% shorter (in RSA, the multiplier should be 1024 bits, and
El-Gamal 512 bits), which reduces the complexity of the calculations by almost twice
and allows you to noticeably reduce the amount of memory used. In addition, the
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El-Gamal signing procedure does not allow you to calculate digital signatures under
new messages without the knowledge of a secret key. However, the scheme El-Gamal
inferior to the scheme of RSA in the impossibility of recovery the message and that the
length of the digital signature is 1.5 times greater, which increases the time of its
calculation [9, 16]. The advantage of the DSA and ECDSA algorithms is a smaller
signature size than RSA and El-Gamal (on average 320 bits), because the main system
parameters are 160 bits by default. Also, when checking the signature, most operations
with numbers are also carried out by a module of a length of 160 bits, which reduces
the amount of memory and computing time [10]. However, it is believed that ECDSA
is more crypt proof due to the complexity of the problem of discrete algorithmicity
along points of an elliptic curve. In addition, the secret key in ECDSA is unique, and
not just random, as in DSA, which improves the reliability of the algorithm. The DSA
algorithm also has the drawback that it is intended only for the signature/verification of
electronic documents, and not for their encryption/decryption, in contrast to all other
considered algorithms [15–21]. By the criterion of the problem underlying, one can
conclude that the most crypto-resistant algorithms are based on the problem of discrete
logarithm in the group of points of the elliptic curve.

That is why the most efficient and optimal for the further simulation is the ECNR
algorithm, and its circuit, shown in the international standard ISO/IEC 9796-3 [1], will
be used. In detail, we can see that both schemes, in accordance with the State standard
of Ukraine 4145-2002 and ECNR, have almost the same structure. Therefore, the
ECNR algorithm is ideally suited for the improvement of the State standard of Ukraine
4145 and this procedure will require minimal changes [3].

3 Proposed Digital Signature Scheme with Message Recovery

The previous sections provided the advantages and reasonable choice of algorithms of
the State standard of Ukraine 4145-2002 and ECNR. Both algorithms are based on the
mathematical problem of discrete logarithm in the group of points of an elliptic curve.
And in a detailed review, one can see that both schemes have an almost identical
structure. Therefore, the ECNR algorithm is ideally suited for modifying the State
standard of Ukraine 4145-2002 and this procedure will require minimal changes [8, 9].
In this paper, we propose a new Digital Signature scheme with message recovery based
on elliptic curve. The proposed scheme is divided into three phases: Finding the general
parameters, Signature formation, and Signature verification.

3.1 Finding the General Parameters of a Digital Signature
and Generating Keys

General options are selected as follows:

1. Choosing the main Galois field GF 2mð Þ. The text of the standard gives the rec-
ommended values of the power of the field m under polynominal and normal bases.

2. Choosing an elliptical curve of the form
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y3 þ xy ¼ x3 þAx2 þB;A;B 2 GF 2mð Þ;B 6¼ 0;A 2 0; 1f g ð1Þ

3. Calculation of the base point of the elliptic curve P.
4. Calculate the random element of the main field using a random sequence generator;
5. Calculate the element of the main field w ¼ u3 þAu2 þB;
6. Solve the equation z2 þ uz ¼ w (need to get a number of solutions to equation k and

one of the solutions z);
7. Coordinates xp; yp

� �
describe the base point of the elliptic curve P xp ¼ u; yp ¼ z.

8. Finding the order of the base point P: n should be an odd integer,
n�max 2160; 4 2m=2

� �þ 1
� �� �

.
9. The condition must be fulfilled 2mk 6¼ 1 mod n, k ¼ 1; . . .; 32.

Cryptographic keys are calculated by the standard for the elliptical curves method:
personal key d is located using the random sequence generator d 2 1; n� 1½ �; public
key calculated as Q ¼ �dP. Point coordinates Q xQ; yQ

� �
should belong GF 2mð Þ and

be the solution of the Eq. (1), Q 6¼ O (O – infinitely distant point of the elliptic curve),
nQ ¼ O.

3.2 Formation of the Signature

The scheme is not specified, but if the field is a polynomial basis, it is necessary to
check the polynomial f ðtÞ for primitiveness (before checking the coefficients A and B).
Upon termination of this stage we have the following parameters: the degree of
expansion m; elliptic curve of the form y3 þ xy ¼ x3 þAx2 þB; the base point of the
elliptic curve P xp; yp

� �
; the order of the base point n; secret key d; open key Q.

Note that unlike the usual algorithm according to the State standard of Ukraine
4145-2002, we will use not the transfer of parameters to the binary string, but their
conversion into octets. Thus, the following functions will be used: I2OSP – primitive
transformation of integers into octet lines, OS2IP – primitive conversion of octet lines
into integers, EC2OSP – primitive transformation of the elliptic curve into octet lines,
OS2ECP – primates the conversion of octet lines into an elliptic curve. Random
parameter and pre-signature are computed unchanged. That is, there is a random
number e 2 1; n� 1½ �, the point of the elliptic curve R xR; yRð Þ ¼ eP (be sure to check
that xR 6¼ 0) and the prefix F ¼ xR. And after that moment changes will be extended to
the ECNR algorithm. The previous chapters indicated that the Nyberg-Rueppel sche-
mas lacked the fact that they could not always recovery all messages. Recovery is
complete if the message is relatively small. And although the message will not be used
in the work of a large volume, but the option still need to be described for them.

To do this, the initial message M needs to be split into 2 parts: Mrec is the recovered
part and Mclr is the part that is being sent (this means that Mclr will be added to the
signature for data transmission). That is, we can say that M ¼ MrecjjMclr , and hence-
forth they will be used for their length len M; len rec and len clr respectively (ob-
viously len M ¼ len recþ len clr). When working with an electronic-digital
signature with the recovery of the message it is advisable to use redundancy. In this
case, it is convenient to choose a short and long redundancy and accept their values as
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len 1 ¼ 64 bits and len 2 ¼ 136 bits [1]. Now you can check the condition and how it
is executed, then you can be sure that the message will be recovered completely:

len M� len n� len 1� 1 ð2Þ

That is, it means that Mrec ¼ M, len rec ¼ len M, len clr ¼ 0 (Mclr does not
exist) and len h ¼ len 1 (the length of the result of the hash token). If condition 2 is
not satisfied then it is assumed that len rec ¼ len n� len 2� 1, len clr ¼ len M �
len rec and len h ¼ len 2. In this case, we have a part that is not recovered and will
be sent together with the signature of Mclr. According to ISO/IEC 9796-3 for ECNR
and NR algorithm the hex token of the recovered part is calculated:

d Mð Þ ¼ Hash I2OSP len rec; 4ð Þ jj I2OSP len clrð Þ jjMrec jjMclrð Þ jjMrec; ð3Þ

As a function of hashing, used GOST 34.311, because it is recommended by the
State standard of Ukraine 4145. In this case, only the first 64 bits of the received digest
are used in case of full recovery of the message, and in case of partial recovery, the first
136 bits are used.

Then you need to convert the result of the hash token and pre-signature to integers:

d Mð Þ ¼ OS2IP d Mð Þð Þ; F1 ¼ OS2IP Fð Þmod n: ð4Þ

Now you can go directly to the signature calculation. First, the reciprocal com-
ponent r : r1 ¼ d1 þF1ð Þ mod n and r ¼ I2OSP r1; L nð Þð Þ are calculated, the irre-
versible component is found as s ¼ eþ dr1ð Þmod n. Thus, a pair of numbers r; sð Þ (if
desired, they can be converted to a numeric string in accordance with State standard of
Ukraine 4145-2002) and a part of the Mclr message in the event of partial recovering of
the message will be transmitted. Despite the fact that structurally the algorithms
according to the State standard of Ukraine 4145-2002 and ECNR are very similar,
however, in the algorithm according to the State standard of Ukraine 4145-2002
necessarily use the hash function to find the message digest. However, it does not make
it possible to further recover the message, so this part uses the function of the scheme
Nyrberg-Rueppel. In order to be able to recove the message, it was also added the
opportunity to split it into two parts, and the condition for checking the message length
according to the base point of the elliptical curve and the short loss margin is added
(default value). Instead the hash functions, the masking function is calculated using the
hash token. Also, to find the inverse signature component, scalar assembly is used
instead of scalar multiplication (to provide signature reciprocity and subsequent
recovering). Different and received signatures – in the usual algorithm for the formation
of electronic-digital signature in accordance with the State standard 4145-2002 this
iH;M;Dð Þ, although the first and not mandatory. But when updating with a recove, we
get Mclr; r; sð Þ where Mclr will be used only in isolated cases, and the pair r; sð Þ and
represents the signature D. In addition, after creating the signature, the proposed
method adds and ensures the service of data privacy, as well as increases cryptographic
stability.
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3.3 Verification of the Signature

At first, it is recommended to perform a standard check of the general basic parameters
and the public key:

1. The degree of expansion of the field m should be selected from the tables of the
State standard of Ukraine 4145-2002 (and in the case of a polynominal basis, it is
also necessary to perform a primitive test) [3].

2. Check the equation of the elliptic curve and the order of the base point. The
coefficients of the elliptic curve must satisfy the requirements: A;B 2 GF 2mð Þ;
B 6¼ 0; A 2 0; 1f g. The order of the base point n should be an odd integer,
n�max 2160; 4 2m=2

� �þ 1
� �� �

. In addition, the condition must be fulfilled
2mk 6¼ 1 mod n, k ¼ 1; . . .; 32.

3. Check the base point. Coordinates xp; yp
� � 2 GF 2mð Þ and is the solution of the

Eq. (1), P 6¼ O (O – infinitely distant point of the elliptic curve), nP ¼ O.
4. Check the public key. Coordinates xQ; yQð Þ 2 GF 2mð Þ and is the solution of the

Eq. (1), Q 6¼ O (O – infinitely distant point of the elliptic curve), nQ ¼ O.

You must also check the signature components: 0\r\n and 0\s\n. If at least
one of these requirements is not met, the signature is considered invalid. Next is the
octet line r converts to an integer: r0 ¼ OS2IP rð Þ. It is recoved before the pre-signature
F1 ¼ sPþ r0Q, turns into octet lines F ¼ EC2OSP F1ð Þ, and then an integer number
F0 ¼ OS2IP Fð Þmod n. After that, the masked part of the signature is recovered d0 ¼
r0 � F0ð Þmod n and turns into octet lines d1 Mð Þ ¼ I2OSP d0ð Þ . So we get a string
consisting of a hash token and an initial message.

The following analysis follows: if there were three components in the part of the
received signature, that is, the Mclr parameter, then it is concluded that the message is
not fully recovered, and the redundancy value will be 136 bits. If Mclr is not present
then the message is fully recovered, and its redundancy is 64 bits.

Obviously, the result of the hash token len h is the first lossy bits d1 Mð Þ, which we
denote as H0. This means that all subsequent bits - and is a Mrec message transmitted.
Now you need to re-mask. In our case, we already have Mrec and Mclr and know their
length. And we make a check:

Hash I2OSP len rec; 4ð Þ jj I2OSP len clrð Þ jjMrec jjMclrð Þlen h¼ H0: ð5Þ

If equality is true, the signature is verified, and the recovered message is
M ¼ Mrec jjMclr. If the equality is not confirmed, the signature is considered invalid
and the message is not recovered.

4 Results

As a result of the proposed scheme, a software implementation of the procedure for the
formation and verification of a digital signature in C# was obtained using the Cryp-
toLib library. This library fully supports the State standard of Ukraine 4145-2002 and
is certified for use in Ukraine at the state level. The algorithms were tested in the
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Crypto ++5.6.0 software environment on a dual-core Intel Core 1.83 GHz processor
running Windows 8 32 bit x86 (Table 1). So you can draw a conclusion about the
changes in the signature verification procedure. Stages of checking general parameters
and public key remained unchanged. The verification procedure in the algorithm
according to the State standard of Ukraine 4145-2002 with message recovery differs
first of all in the type of signature. In version with message recovery, a pair r; sð Þ is
octet and an integer, and in the standard form it is one line. Then the pre-signature is
recovered completely the same way. However, there is a change in the very principle of
final verification. If in the standard version of the algorithm is r0 and tested with the
signature obtained from the r-component, then the recovery algorithm requires more
action. After finding the disguised message, it is necessary to separate it from the
«mask» (hash token), to calculate the hash token with the values found, and only then
can you make a comparison. Another important difference is that, in the usual version
of the algorithm, integers are compared, and in the case of recovery, the results of
masking, that is, the semantic value is analyzed.

5 Conclusions

Thus, in this article we give a full description of the modification of the State standard
for the creation and verification of electronic-digital signature using elliptic curves.
Given that the schemes of the algoritm of the State standard of Ukraine 4145 and
ECNR are similar, the modification chosen did not require major changes. The main
difference was the replacement of the hesh function with the masked use of a hash
token, which makes the signature and verification procedure turned upside down and
allows you to restore messages from the signature r-components.

Table 1. Comparison of modern algorithms for the formation and verification of digital
signature

Algorithm Open key,
bit

Minimum
length of
signature, bit

Time of
formation the
signature, ms

Time of
verification the
signature, ms

Ability to
recove a
message

RSA 512–4096 1024 1,48 0,07 No
DSA 1024–3072 1024 0,42 0,52 No
El Gamal 1024–4096 1024 0,83 3,84 No
NR 1024–4096 1024 3,78 7,78 Yes
ECDSA 112–570 256 2,88 8,53 No
ECNR 112–570 256 10,61 21,54 Yes
State standard
of Ukraine
4145-2002

163–768 256 1,24 1,67 No

Proposed scheme
(modification of
4145-2002)

112–768 162 1,98 2,83 Yes
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As a result of the modification, the size of the public key has decreased by 32%,
that is, the minimum size of the public key is 116 bits, and the length of the electronic-
digital signature is 37%, that is, the minimum size of an electronic-digital signature is
162 bits. Thus, in this way, the modification of the algorithm for the formation and
verification of an electronic-digital signature in accordance with the State standard of
Ukraine 4145-2002 is carried out using the ECNR algorithm with the ability to provide
it with the function of message recovery. This adds a privacy service, reduces the
amount of signature, increases cryptographic stability, but slows down the
signature/verification procedure with the same initial parameters.
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Abstract. The paper considers the problem of synthesizing the architecture of a
modern computer system (CS) for managing a complex distributed object. The
main stages of the architecture synthesis are analyzed. The necessity of prelim-
inary decomposition, structurization and formalization of the system is sub-
stantiated. The main stages of the hierarchical sequence of the decomposition
process are given. The decomposition method for synthesizing the architecture of
a computer system is developed on the basis of the stratification of the directed
graph of CS implementation options. The simulation model of this process was
developed. The modelling results showed the feasibility of using the developed
method for synthesizing the architecture of a computer system with a large
number of nodes. It is shown that the use of the decomposition method is
unpractical when there are less than 60 nodes. Using more than 100 nodes is
practically advantageous. This method, unlike the existing ones, enables getting
results in a reasonable time when using more than 1000 nodes. These results are
particularly significant in the context of operational reconfiguration of a system
with a large number of nodes. Moreover, the more the number of nodes, the
greater the advantage of the method of decomposition. Thus, while synthesizing
the computer system architecture to control a complex distributed object at the
stage of developing the relationship among the components, the method of
decomposition should be used to reduce the time of the process.

Keywords: Computer system � Synthesis � Control system decomposition �
Stratification
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1 Introduction

A large number of control systems have been developed, implemented and operated
within many modern industries, which enables analyzing the results of their operation
and specifying certain advantages and disadvantages. There is an inevitable tradeoff
among a number of functions of corresponding control systems, their universalization
and actual implementation of specific computer networks (CN). This tradeoff can be
implemented while synthesizing the computer system architecture.

The subject matter of the study is a computer system that supports the control
complex of a compound distributed object. The object of the study is the process of
synthesizing the architecture of a computer system.

The problem of synthesizing the architecture of a modern computer system (CS) to
control a complex distributed object (CDO) is a complex problem. It cannot be solved
without preliminary decomposition, structurization and formalization. Many scientists
have described a number of probable approaches to solving this problem so far [1–3].
According to these papers, the following stages of CS architecture synthesis can be
singled out as:

• Synthesizing the organizational structure of the object management system (MS);
• Synthesizing the CS architecture which provides the requirements for system

operation;
• Synthesizing the architecture of the basic computer network (BCN).

The main task of synthesizing the organizational structure of the object MS is the
development of the logical structure of the object MS. Such a structure should include
the main components of the object and the interrelations among them. This structure
will determine the input data for synthesizing the CS architecture using which a CDO
can be controlled to solve certain problems. Such an architecture is a logical set of
necessary components stratified by the corresponding levels. In addition, it should take
into account the relationship between the components and levels that assure exchanging
both service information and user information.

The synthesis of the basic computer network involves developing the physical
structure for the CS architecture obtained at the previous stage.

In addition, in the process of synthesis, at each stage, the distribution of the set of
tasks to be solved in the set of the components used by the CS should tend to the
extremum according to the given quality criterion considering all applicable
restrictions.

2 Problem Analysis and Setting the Problem

Approaches to synthesizing the architecture of the CDO computer system are con-
sidered in many scientific papers [4–7]. According to these papers, the synthesis
involves the following basic stages:
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• Formalizing the structure and components, including determining the required
number of components and the required number of levels over which they should be
distributed;

• Formalizing interrelations between components, including reproducing necessary
links in the general hierarchy of levels;

• Formalizing tasks implemented by such CSs, including their optimal distribution by
components.

The organizational structure of the CDO MS should give an unambiguous answer
to the question of the distribution of processes among the subsystems at different levels
as well as the distribution of the entire set of possible functions and methods of their
implementation along the necessary subsystems.

While solving the task of the synthesis, it is necessary to determine:

• Sets of principles and methods that should be implemented;
• A set of interrelated functions implemented by the CS;
• Sets of components of the CDO CS that are interrelated and stratified by levels;
• Mapping of the elements of the set of interrelated functions implemented by the

CDO CS to the set of components of the basic computer network.

Papers [8, 9] suggest the decomposition of the synthesis task. Paper [10] suggests
the hierarchical sequence of the processes of decomposition (Fig. 1).

...

...

...

...

... ...... ...

...... ...

... ... ...

...

...

Control 
system

CS 
organizational 
structure

CS 
architecture

CS levels
(stratified 
architecture)

Level 
interrelation

CS 
components
(BCS  
architecture)

Component 
interrelation

Options of CS 
component
implementation 

Fig. 1. The hierarchy diagram of the stages of CDO CS synthesis
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An important task of the initial stage of the synthesis is determining and formal-
izing the requirements for the CDO CS [11, 12]. CS requirements can be implemented
in many ways but they are formalized in the most convenient way with the use of the
mathematical apparatus of graph theory [13]. Thus, the relationships for the synthe-
sized CS can be formalized.

When mapping a set of interrelated functions and tasks of the CDO CS, which are
specified in the form of corresponding graphs, a multigraph component can be obtained
for a set of CS components, some parts of which correspond to probable variants of
distribution of functions in BCS components and the arcs reflect the interrelations
between them.

The optimal option for implementing the CS will be the subgraph of the directed
multigraph, which is simultaneously an acceptable option for implementing the orga-
nizational structure of the CDO MS.

The corresponding model can be represented by the directed graph

GA ¼ VD;RF ;Hð Þ; ð1Þ

where VD ¼ vd ; d ¼ 1; d0
� �

is a set of probable options for data organization;
RF ¼ rf ; f ¼ 1; f0

� �
is a set of probable options of function implementation;

H ¼ hdf
� �

, d ¼ 1; d0; f ¼ 1; f0; dim H ¼ d0 � f0 is the matrix reflecting the interre-
lation of data and functions. In this case, hdf ¼ 1 if RF function is used for developing a
set of vd data or hdf ¼ 0 in other cases.

The options of data implementation and the ways of their development can be set in
graph G. It enables mapping the variants of input data transformation into output data
to select the optimal option under given conditions of optimality and available con-
straints [10, 14]. However, a high dimension of the graph (1) does not usually enable
finding an optimal variant over the feasible amount of time [15, 16]. That is why
approximate methods of finding an option from a set of applicable ones are used in
practice. Papers [17–19] shows that while stratifying the variants if CS architecture
implementation, the search time decreases but the solution accuracy increases.

So, the goal of the work is to develop the decomposition method of synthesizing the
architecture of a computer system on the basis of the stratification of the directed graph
of the options of CS implementation.

3 Problem Solving

In the directed graph (1) two subsets of terminal vertices the can be singled out: S is
source vertices; = is sink vertices. Then, if N is a number of nonterminal graph (1)
vertices

VD ¼
[Ns

k¼1

sk
[Nt

j¼1

tj
[N
i¼1

xi; ð2Þ

where xi is a nonterminal of graph (1) vertex, sk 2 S; tj 2 =; Ns ¼ card S; Nt ¼ card=;
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Let us also introduce E ¼ VD
S
RF .

Let us introduce the relation of continuity in GA net in the following way. Let j
element be a descendant of i element, designate j 2 rðiÞ, if
• i is an arc incoming into j vertex;
• i is a vertex with the outgoing arc – j.

In other words, is i is the net vertex, rðiÞ is a set of outgoing arcs and if i is an arc,
тo rðiÞ is a vertex this arc come into.

Let i 2 r�1ðjÞ, if j 2 rðiÞ. In other words, r�1ðjÞ is a set of elements whose
descendant is j element. It should be noted that for the relation of continuity of r
elements can be introduced in any directed circuit free graph. GA net with a set of E
elements where the relation r is given will be designated through GA E;rð Þ.

Let us call a; bð Þ-path the sequence of elements l0 ¼ a; l1; l2; . . .lk ¼ b where 8i ¼
1; 2; . . .; k li element is a descendant of li�1, and the path that connects the source of the
net with the sink of the net is called the terminal path.

Let us consider that all net elements are given by their numbers. Proper element
numbering (similarly to proper vertex numbering) will be the one where if j 2 rðiÞ,
i\j, where i, j are the numbers of net elements.

It should be noted that the elements of final circuit-free digraph GA E;rð Þ can
always be numbered properly. Actually, one-to-one mapping w of graph GA E;rð Þ in
graph G0

A E;RFð Þ whose set of vertices corresponds to the set of vertices of graph
GA E;rð Þ and the relation of vertex adjacency RF corresponds to the relation of con-
tinuity of r elements in G graph. It is known that in graphs of FA E;RFð Þ type, proper
numbering can be given [17]. Consequently, it can be given on the set of elements E of
GA E;rð Þ graph, which follows from the mutual one-oneness of w mapping.

Mixed s; tð Þ-cut set or mixed terminal cut set will be called such a set of P network
elements in which there is not a single terminal path if all the elements of the net are
withdrawn from it.

Element ‘ will be called redundant in P cut set if a set of Pn‘f g elements is also a
cut set. A cut set that does not contain redundant elements is a minimal one and a cut
set that contains redundant elements is a redundant one. In a redundant cut set there
always is an element that can be withdrawn without violating a certain property of a cut
set. It should be noted that several minimal cut sets can be made from one redundant
cut set excluding various redundant vertices.

Thereafter, mixed terminal cut sets will be called merely cut sets.
The algorithm of cut set enumeration should include the way of making an initial

cut set, the method of making new cut sets from the ones that have already been built,
the procedure of excluding the redundant elements and the order of enumeration.

Let us select a set of elements P0 ¼ rðsÞ as an initial cut set. It is obvious that there
cannot be redundant elements in it.

In the built initial cut set all the elements are set in ascending order.
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From every built cut set P ¼ f‘1; ‘2; . . .; ‘ng, ‘� n of new cut sets can be built. If
t�2rð‘iÞ,

Pi ¼ Pn‘ið Þ [r ‘ið Þð ÞnIi; ð3Þ

where Ii is a set of redundant elements in Pi.
Let us set the elements in each newly built cut set in ascending order and the

elements with identical numbers will be replaced by one and the same. All built cur-
sets will be pit in the general list of cut sets lexicographically and by ascending order. It
should be noted. That cut sets are generated from P by changing various elements ‘i for
rð‘iÞ, one and the same minimal cut set can be built which should be put in the list only
the first time round.

To decrease a number of exchanges in the context of lexicographical ordering,
elements from P can be changed for their r-images in the order that is the reverse order
to P, that is in the order ‘n; ‘n�1; . . .; ‘1. Moreover, every built minimal cut set should
be immediately put in the list so that the lexicographical ordering of the whole list is
not broken.

Due to the proper enumeration of the net elements, each newly built cut set is
placed in the lexicographically ordered list after the cut set according to which it was
built.

Let us consider the way of excluding redundant elements from each cut set gen-
erated from P

~P ¼ Pnlið Þ [r lið Þ: ð4Þ

In ~P cut set, rj element is redundant if all s; rj
� �

-paths or all rj; t
� �

-paths pass
through one more element rk 2 P. But rk in ~P cut set cannot exist for the accepted way
of generating cut sets in s; rj

� �
-paths of similar elements. That is why redundant

element should be found taking into consideration only the segments of rj; t
� �

-paths.
Let us set the elements in the generated cut set ~P in ascending order. Then, to check

if rj elements are redundant, only such segments of rj; t
� �

-paths, where the number of
the last element is not greater than the number of the last element in ~P cut set can be
chosen.

Let use designate ~P ¼ fr1; r2; . . .; rmg – cut set, generated from P ¼ f‘1; ‘2; . . .; ‘ng
cut set by changing ‘i for rð‘iÞ. The procedure of excluding redundant elements will
look like as follows.

For all j from 1 to m the following steps should be performed:

• Let R ¼ rðrjÞ ¼ fy1; . . .; ypg;
• If there is y 2 R where y[ rm, rj is the nonredundant element in ~P;
• If R 2 ~P, rj is the redundant element in ~P;
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• If for all y 2 R there is y� rm, / ¼ Rn R
T

~P
� �

is created and R ¼ rð/Þ is obtained,
after that let us pass on to 2.

The considered cut sets are selected from the list of cut sets built in the lexico-
graphical order according to the numbers of their constituent elements. When the cut
set is viewed, new cut sets are generated from it by replacing those ‘i elements for
which rð‘iÞ does not have t sink.

The whole algorithm of enumeration of minimal cut sets has OðN2Þ intensity.
Let us consider the way of converting the list of cut sets into a net. In the formalized

view, this task can be presented as follows.
There is l list that contains M of n1; . . .; nM lines and has the following properties:

• ni ¼ ðai1; . . .; aimÞ line contains mi of the symbols of A ¼ faigNi¼1 alphabet that are
not repeated.

• Symbols in the line can be interchanged in any way.
• There are no ni, nj 2 l, where ni � nj.
• There is even one pair of symbols ai, aj where there is no nk 2 l line where ai 2 nk,

aj 2 nk . In this case, ai and aj symbols are said to be incompatible.

Digraph G0
A Y ;RFð Þ with minimum vertices should be built with the following

properties.

• One symbol a 2 A matches each y 2 Y vertex; this vertex is designated as ya;
• For each line ni 2 l, i ¼ 1; 2; . . .;M, there is a way in G0

A Y ;RFð Þ graph that passes
through the vertices with symbols ai1; ai2; . . .; aim; this path is called the one that
matches ni line and is designated as lni ;

• There is no such a way in G0
A Y ;RFð Þ graph where xai 2 l and xaj 2 l if symbols ai

and aj are incompatible.

This actually means that symbols in the lines of the list should be ordered so that
the most compatible symbols in lines are joined and there are no incompatible symbols
in one line.

Let us select the three symbols ai, aj and ak where ai symbol belongs simultane-
ously to two lines – ‘p and ‘q which contains incompatible symbols aj 2 Sp and
ak 2 Sq. Moreover, the symbols should be placed in lines ‘p and ‘q so that

ai\aj; ai\ak ð5Þ

or

ai [ aj; ai [ ak: ð6Þ

Relations (5) are written as

f ¼ aiðaj; akÞ; ð7Þ
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and relation (6) is

�f ¼ ðaj; akÞai: ð8Þ

Let (7) be called direct and (8) reverse.
Forms f1 and f2 are called equivalent if f1 ¼ aiðaj; akÞ, a f2 ¼ aiðak; ajÞ.
Forms f1 и f2 are alternative to one another if f1 ¼ �f2 or f2 ¼ �f1.
Let us consider that fi contradicts fj is the general system of inequalities created by fi

and fj is incompatible. It is obvious that f ¼ aiðaj; akÞ can contradict only the forms of
the following type:

f1 ¼ ajðai; a‘Þ; f4 ¼ ða‘; aiÞak
f2 ¼ akðai; a‘Þ; f3 ¼ ðaj; a‘Þai; ð9Þ

where ‘ 2 1;N
� �

.
Let forms (9) be designated as:

f ‘ f1; f ‘ f2; f ‘ f3; f ‘ f4: ð10Þ

For �f ¼ ðaj; akÞai, it should be noted that

�f ‘�f1;�f ‘�f2;�f ‘�f3;�f ‘�f4: ð11Þ

Let us construct the initial system of forms R ¼ R0 that contain direct forms for all
similar triples of symbols. Let us enumerate the forms of this system (for example, Q).
Let construct the matrix of form contradictions using relations (10) and (11) as well as
the rule:

vij ¼
1; if fi ‘ fj;
0; if fi does not contradict fj;
�1; if �fi ‘ fj:

8<
: ð12Þ

where fi; fj 2 R.
Let us introduce additional vectors Dþ , D� and D, where

dþ
i ¼

XQ
j¼1

Vij [ 0

vij; d�i ¼
XQ
j¼1

Vij\0

vij; di ¼
XQ
j¼1

vij ¼ dþ
i þ d�i : ð13Þ

Let us change the system of R forms by changing its constituent forms for the
alternative ones where necessary so that resultant system R ¼ R� be obtained that
contains the minimum of forms contradicting one another. Value di [ 0 points out that
fi form should be changed for f �i . While changing fi form for �fi, the i-th line and i-th
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column of V matrix are changed as well as some components of vectors Dþ , D� and D
according to the following rule:

• Change vij for �vij, in the i-th line of V matrix j ¼ 1; . . .;Q, and

dþ
i ðnewÞ ¼ d�i ðoldÞ; d�i ðnewÞ ¼ dþ

i ðoldÞ;
diðnewÞ ¼ �diðoldÞ;

ð14Þ

• Change vki for �vki, k ¼ 1; . . .;Q in the i-th column of V matrix, and

d�k ðnewÞ ¼ d�k ðoldÞ � vkiðoldÞ;

dþ
k ðnewÞ ¼ dþ

k ðoldÞ � vkiðoldÞ; ð15Þ

dkðnewÞ ¼ dkðoldÞ � 2vkiðoldÞ:

Acting similarly for those fi, in which di [ 0, the general number of contradictions
in R system is gradually being decreased until all di � 0, i ¼ 1; . . .;Q. In addition, the
system of forms R ¼ R� with the minimum number of contradictions will be obtained.
It gives partial (or complete) order on a set of a symbols. This will enable collecting the
maximum number of symbols in lines to build the desired graph.

4 Discussion

To analyze the efficiency of the suggested method of synthesizing the computer system
architecture, the simulating model of this process was developed. All input data of the
model were recorded while modelling except for a number of computer system nodes
ðNÞ. The time for finding the optimal option of the computer system synthesis was
considered as initial data. The results of modelling are presented in Fig. 2.

The analysis of modelling results showed that the suggested method is feasible for
synthesizing the architecture of the computer system with many nodes. Thus, the
graphs in Fig. 2a showed that the suggested method lies a little bit behind in time. The
obvious reason for this is time spending on GA graph stratification. However, the
method of decomposition has more advantages when a number of nodes increases
(Fig. 2b, c). It should be noted that when there is a small number of nodes, the
application of the decomposition method is not necessary. However, if there are more
than 100 nodes, there will be an advantage in the synthesis time. And when there are
more than 1000 nodes, this method, unlike the existing ones, enables getting a result
over a reasonable amount of time. These results are particularly significant in the
context of the operational reconfiguration of a system with a large number of nodes.

Thus, while synthesizing the computer system architecture to control a complex
distributed object at the stage of developing the relationship among the components,
the method of decomposition should be used to reduce the time of the process.
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Fig. 2. Dependence of the time for finding the optimal solution on the net dimension: 1 – net
decomposition along the levels of stratification; 2 – without net decomposition; a – small systems
ðN\100Þ; b – middle systems ð100\N\1000Þ; c – large systems ðN[ 1000Þ

298 V. Mukhin et al.



www.manaraa.com

5 Conclusions

The paper dealt with the task of synthesizing the architecture of a modern computer
system to control a complex distributed object. The basic stages of the architecture
synthesis were analyzed. The necessity of preliminary decomposition, structurization
and formalization of the system was substantiated. The basic stages of the hierarchical
sequence of the process of decomposition are presented. The decomposition method of
synthesizing the computer system architecture was developed on the basis of the
stratification of the directed graph of the options of CS implementation. The simulating
model of this process was developed. The modelling results proved the feasibility of
the suggested method while synthesizing the architecture of the computer system with
many nodes. Thus, when N\60, this method is not feasible. When a number of nodes
of the computer system lie within 60\N\100, there is no practical advantage in the
synthesis time. However, if N[ 100, the advantage becomes evident. Moreover, the
more the number of nodes, the greater the advantage of the method of decomposition.

Further studies are related to the enhancement of the proposed method. In partic-
ular, it is planned to consider a two-stage synthesis, which enables determining the
minimum possible set of components for the realization of their location, the number
and nature of the relationships among them. In the process of synthesizing, the
requirements for accessibility of network components as well as the environmental
impact should be taken into consideration.
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Abstract. Modern applications in cloud computing, internet of things and
machine learning are I/O intensive. They use data storage systems as the main
resource of a data center. The advent of new storage technologies makes it
possible to increase the performance of I/O operations by integrating devices
with different performance within the data storage system by utilizing the
storage-tiering approach. To prevent data loss and service downtime, the data
storage systems must ensure fault tolerance using data replication management.
As modern hybrid IT infrastructures are based on hyperconverged systems, the
development of new methods and models for storage management in order to
ensure high performance of I/O operations, high availability and fault tolerance
becomes an urgent need. The authors propose the management method based on
the model of a distributed two-level data storage system. The proposed method
uses the algorithms for data migration between fast and slow levels of the data
storage system and the algorithms for replication of data between the nodes of
distributed data storage. The simulation results indicate that the proposed
management method allows increasing performance of I/O operations with files
and evenly placing replicas of data blocks on the data center nodes.

Keywords: Data center � Storage tiering � Data replication � High availability �
Hyperconverged system

1 Introduction

Effective digital transformation demands the implementation of new technologies and
methods for data intensive computing and data storage system management [1] in order
to make further improvements in productivity and decision-making processes. Recent
trends in cloud computing, internet of things and machine learning are based on data
storage systems as the main resource of the data center. Modern cloud applications are
I/O intensive. They are usually deployed in virtualized environments such as virtual
machines (VMs) and containers.

The file system plays an important role in ensuring I/O operations to modern cloud
applications while providing functions such as snapshots, integrity checking,
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replication, deduplication, compression, and erasure coding. These functions are usu-
ally implemented at the levels of file system, operating system, hypervisor or storage
system. The file systems that support the distributed storage of objects, files, and blocks
[2–6] have built in functions to provide a given performance and fault tolerance.
Distributed storage in most file systems is based on a replication mechanism [7].

As storage systems grow in size and complexity, they increasingly encounter disk
failures. That may lead to data loss and service downtime. In order to ensure fault
tolerance, it is necessary to provide data replication management using storage nodes
depending on the number of I/O requests and the amount of free space. In that case,
data replicas should be placed on the storage nodes in such a way as to evenly
distribute data and I/O requests across all storage nodes to achieve increased data
access performance, high availability and fault tolerance [8–10].

To solve the problem caused by I/O bottlenecks without significant loss of capacity
while maintaining low cost, data migration between the fast tier storage devices and the
slow tier storage devices becomes a common approach [11–14]. Tiered storage is also a
promising trend for next generation of distributed storage and processing systems based
on hyperconverged infrastructure [15]. When partitioning a storage system by two
levels, a problem arises to manage data migrations between levels. In that case, VMs
and containers serve the data at the fastest storage media. Therefore, the management of
data storage systems in virtualized and consolidated environments is an important
scientific and practical problem. The ultimate goal is to efficiently utilize data storage
resources by providing a given quality of I/O operations and fault tolerance while
minimizing capital and operating costs for the maintenance of data storage system.

In order to solve these problems, this paper proposes a dynamic model of dis-
tributed two-level data storage system and a data management method that allow
ensuring fault tolerance of the data storage, as well as increased data access perfor-
mance for virtual machines and containers in cloud data centers.

The rest of this paper is organized as follows. Section 2 presents the related work.
The model of distributed two-level data storage with replication is proposed in Sect. 3.
The method of two-level data storage management is described in Sect. 4. The method
of data replication management is described in Sect. 5. Section 6 describes the mod-
eling of the two-level storage system and replication of data blocks. Section 7
demonstrates the simulation results and the relevant discussions of data migration and
replication. Conclusions and future work are summarized in Sect. 8.

2 Related Work

Data storage systems have attracted more attention recently due to the fact that modern
cloud applications impose new requirements to capacity and performance of a storage
system.

Development of new methods and models for storage management has been for
some time an area of interest for many years in literature [12–14, 16–19]. In [16], the
authors propose an automatic data placement manager to handle virtual machine disk
files allocation and migration in an all-flash multi-tier data center to best utilize the
storage resource, optimize the performance, and reduce the migration overhead. Study
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[17] presents mathematical models for storage system resource management in order to
minimize the cost of using existing storage, to improve the quality of data access, and
to evenly distribute files between levels of data storage system. The scheme for storing
data using a two-level data storage is proposed in [18] with the aim of making
applications faster to launch. At the level of the file system, logical hybrid disks are
created with corresponding block pointers in the file-system that belong to the appli-
cations when they are started. This allows eliminating delays when searching for data
blocks in the corresponding tables and place frequently used blocks on high-
performance devices. As a result, the launch of applications is accelerated, and the
performance of the data storage increased. Distributed file system, which takes into
account the performance of different levels of data storage system, is presented in [19].
The proposed file system is based on HDFS [4] and allows to apply the placement
policies (network-aware and tier-aware) for data management both within the levels of
the data storage on one node and in the distributed setting. Using multi-criteria opti-
mization, the authors proposed schemes for ensuring fault-tolerance, load balancing
and I/O performance.

The replication mechanism is studied, improved and adapted to different use cases
in literature [20–23]. The main directions of improvement of replication techniques are
ensuring the reliability of data storage, the even distribution of data over replication
nodes, the uniform loading of storage nodes and the high performance of I/O opera-
tions. In [21], the algorithm of replica placement using HDFS file system is proposed.
The method of intelligent data placement selects the least loaded rack and the least
loaded node of the cluster in order to evenly distribute data blocks on storage nodes. An
improved strategy for dynamically locating a replica node is proposed in [22]. The
strategy aims to even load storage nodes and takes into account the file heat and the
node load as well as hybrid cloud environment characteristics. The average of the file
heat and the average of the node load is also used to determine the number of file
replicas. It is supposed that the file located on the replication node completely. The
focus of the proposed strategy is on determining the number of file replicas. The
authors in [23] proposed an adaptive file replication strategy in the data center that
takes into account the availability of the file, the last time the replica was requested,
number of access, and size of replica when selecting a replication node. The main
criterion for choosing a storage node for replica placement is to achieve a balanced load
of all storage nodes in the data center.

3 The Model of Distributed Two-Level Data Storage
with Replication

The model of a distributed two-level data storage system is composed of data (files and
blocks), fast-level devices, slow-level devices, and physical machines (PMs). Each PM
has a local storage directly attached to it. Thereby, each server also represents a storage
node. The direct attached storage (DAS) system includes several data storage devices,
which are arranged at several levels, depending on their performance. In the proposed
model the two-level data storage is used. Data storage of the server node is composed
of fast level disks and slow level disks.
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The proposed model consists of M 2 N PMs, each of which stores nm files of local
virtual machines or containers. In the general case, the number of files in each local data
storage is variable. Each file is represented by several blocks of the same size. The
block size depends on a file system and an operation system. Denote by tm the number
of blocks that store files of the m-th PM. The number of blocks may vary during data
processing. The number of fast level devices on the m-th PM is denoted by um, and the
number of slow level devices is denoted by vm. Table 1 describes the notations used in
this paper.

Table 1. Variables of the model of distributed two-level data storage with replication

fim The size of the file i on the PM m, i ¼ 1; nm, m ¼ 1;M
c The size of data block
qjm The number of access times to the j-th data block of the PM m at the fast level for a

given time, j ¼ 1; tm, m ¼ 1;M
pjm The number of access times to the j-th data block of the PM m at the slow level for a

given time, j ¼ 1; tm, m ¼ 1;M
B The matrix of file splitting into data blocks (bij = 1 if j-th block is a part of the file j,

bij = 0 otherwise), i ¼ 1; nm, j ¼ 1; tm
R The matrix of data block placement on physical servers (replication matrix), rjm= 1 if j-

th data block is placed on the PM m, rjm= 0 otherwise)
skm The size of the k-th fast level device in the PM m, k ¼ 1; um, m ¼ 1;M
hlm The size of the l-th slow level device on the PM m, l ¼ 1; vm, m ¼ 1;M
X The matrix of data block placement at fast level devices, xkj - logical variable of placing

j-th block at k-th fast level device, k ¼ 1; um, j ¼ 1; tm
Y The matrix of data block placement at slow level devices, ylj - logical variable of

placing j-th block at l-th slow level device, l ¼ 1; vm, j ¼ 1; tm
Z The vector of latencies of data transmission from the current PM m to other PMs of the

data center, which store replicas of the PM m, zm = 0. The vector index corresponds to
the PM number

E The vector of performance indicators of each data storage node, which stores the value
of free space at a slow level for each PM of the data center. The vector index
corresponds to the PM number

W The vector of performance indicators of each data storage node, which stores the value
of the number of access times to data blocks at both levels for each PM of the data
center. The vector index corresponds to the PM number

Ck The cost of using the k-th fast level device, k ¼ 1; um
Gk The cost of storing one data block at the k-th fast level device k ¼ 1; um
Dl The cost of using the l-th slow level device, l ¼ 1; vm
gl The cost of storing one data block at the l-th slow level device, l ¼ 1; vm
dvk The cost of migration of the data block from the l-th slow level device to the k-th fast

level device, k ¼ 1; um, l ¼ 1; vm
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3.1 The Model of Direct and Reverse Migration of Data Blocks

The data block access occurs at the fast level. If the required data block is absent at the
fast level, this data block is processed as follows: (i) reading data block from the slow
level, (ii) sending data block to the appropriate memory exchange channels, (iii) writ-
ing data block to the fast level and (iv) deleting that data block from the slow level.
Further I/O operations with this data block is performed at the fast level. If to write a
data block to the fast level is impossible then the I/O operations with this data block are
performed at the slow level until the enough space appears at the fast level. In the case
of reverse data block migration, this block is initially written to the slow level, and then
removed from the fast level. Accordingly, when migrating a data block from the slow
level to the fast level, this block is initially written to the fast level, and then removed
from the slow level. Thus, there is only one instance of the data block in a local storage
system.

The reason for the data block migration between levels is the presence/absence of
I/O requests to the data block for some time. Thus, it is necessary to maximize the
average number of I/O operations with data blocks that are placed at the fast level (1).

max
Xum

k¼1

Ptm
j¼1 qjmxkjPtm
j¼1 xkj

: ð1Þ

The number of data blocks on the current PM is defined as follows: tm ¼
Pnm

i¼1
fi

c .
The following are some constraints to be satisfied:

1. The presence of free space at the fast level devices and at the slow level devices can
be expressed as follows:

Xum

k¼1

Xtm

j¼1

xkjc\
Xum

k¼1

sk;
Xvm

l¼1

Xtm

j¼1

yljc\
Xvm

l¼1

hl: ð2Þ

2. Only one instance of the j-th data block can be at the fast level and at the slow level
in the local storage system:

Xum

k¼1

xkj ¼ 1;
Xvm

l¼1

ylj ¼ 1 ð3Þ

3. Each data block j belongs to only one file:

Xnm

i¼1

bij ¼ 1; j ¼ 1; tm: ð4Þ

The number of storing devices at each storage level is determined, on the one hand, by
the capabilities of the interfaces, and on the other hand, by the cost of using these
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devices. The cost of storing data at all fast level devices and at all slow level devices are
determined as follows:

Xum

k¼1

Ck;
Xvm

l¼1

Dl: ð5Þ

The cost of storing data blocks at the k-th fast level device and at the l-th slow level
device are determined as follows:

Xtm

j¼1

Gkxkj;
Xtm

j¼1

glylj: ð6Þ

When storing data at the fast level devices becomes unreasonable (expensive), then it is
necessary to migrate this data to the level with lower performance where data storage
will be cheaper. The cost of data migration between two devices of different levels is
determined as follows:

Xvm

l¼1

Xum

k¼1

dlk: ð7Þ

Thus, given the expressions (5)–(7), the objective function of minimizing the cost of
storing data in the local data storage with the data block migrations between devices of
the fast and slow levels is as follows:

min
Xum

k¼1

ðCk þ
Xtm

j¼1

GkxjkÞþ
Xvm

l¼1

ðDl þ
Xtm

j¼1

glyljÞþ
Xvm

l¼1

Xum

k¼1

dlk

" #
; ð8Þ

subject to (2)–(4).

3.2 Replication Model

To ensure data protection and availability in a distributed environment, the proposed
model leverages a replication factor (RF). The replication factor shows how many
copies of data block must be stored at separate nodes in the data center. If the repli-
cation factor is equal to three then this ensures the data exists in three independent
locations and are fault tolerant. However, this comes at the cost of storage resources as
full copies are required.

The meta data management server stores the matrix R and the vectors E, W, whose
elements are calculated by the meta data management server as the data arrives from
the data storage nodes. The vector E is used by the replication method on each storage
node m in order to determine the replication nodes with the maximum amount of free
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space at the slow level devices. The elements em of the vector E are determined as
follows:

em ¼
Xvm

l¼1

hlm þ
Xum

k¼1

skm �
Xtm

j¼1

crjm: ð9Þ

The vector W takes into account the number of access times to data blocks at the fast
and the slow levels of the replication nodes. The elements wm of the vector W are
determined as follows:

wm ¼
Xtm

j¼1

ðpjm þ qjmÞrjm: ð10Þ

The size of storage space that currently used up on the storage node including replicas
from other storage nodes should not exceed the total size of the disk drives of this node:

9m ¼ 1;M :
Xt

j¼1

crjm �
Xvm

l¼1

hlm: ð11Þ

The number of copies of data blocks at all data storage nodes should satisfy the
following equation:

9j ¼ 1; t :
XM

m¼1

rjm ¼ RF: ð12Þ

Thus, taking into account expressions (9)–(12), to evenly distribute data blocks and I/O
requests across all storage nodes it is needed to achieve the minimum of the standard
deviation of the values of free space at the slow level and to achieve the minimum of
the standard deviation of the values of the access times to data blocks on each storage
node:

min rE þ rW½ �; ð13Þ

subject to (2)–(4).

4 The Method of Two-Level Data Storage Management

The idea of the two-level storage management method is based on a data migration
between a fast storage level and a slow storage level as follows. The local pool of disks
is divided into two levels named fast level and slow level. Applications running in a
VM at any given time do not use all data on logical volumes (disks). If there are
requests for certain files for some time, then it is necessary to migrate the appropriate
data blocks from the slow level to the fast level. If I/O requests for those files
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completed and the data blocks are no longer needed, then these data blocks migrate to
disks at the slow level, resulting in the release of disk space at the fast level. Therefore,
in order to have enough free space at the fast level, it is necessary to constantly
maintain a portion of the free space that can be used to store a “hot” data. The new data
are always placed at the fast level disks.

To ensure the preparation of the list of files for migration to the slow level it is
necessary to sort files according to two criteria: by file size and by the number of access
times to each file. Each of the criteria may have some weight that should be determined
experimentally. The Algorithm 1 composes the list of files to be migrated from the fast
level disks to the slow level disks. The Algorithm 1 is based on the file sorting by
increasing the number of access times to files and by decreasing the file size.

Denote by LF the list of fast-level files and denote by migrLF the list of fast-level
files defined for migration to the slow level. The function sizeðLFi Þ returns the size of
the i-th file.

Algorithm 1. Preparing the list of files for migration to the slow level
Input: LF

Output: migrLF

1. The list initialization, migrLF← NULL

2. if
1

mu
SSD

k
k

s Th
=

<∑ then

3.    LF ← sorting LF by increasing the number of access times to files and by
decreasing the file size

4. wsize ← 0( )Fsize L ,  i←1, 0
F FmigrL L←

5. while SSDwsize Th< do
6. F F

imigrL L← , ( )F
iwsize wsize size L← + , i←i+1

7. end while
8. end if
9. return migrLF

If possible, new files are always stored at the fast level of storage system. Since the
amount of free space at the fast level should not be less than a specified threshold, the
files with the least number of I/O requests and with the largest size should migrate from
the fast level. The migration process runs in parallel with the regular I/O operations.
Data blocks migrate to the slow level until the free space at the fast level exceeds a
threshold ThSSD. The complexity of the Algorithm 1 is O(2a � log2a) where a is the
number of files in the list LF.

The value of ThSSD depends on the I/O operation intensity with large files and is
selected experimentally. The algorithm takes into account that there is always free
space at the slow level for file migration. The algorithm for the migration of data blocks
to the slow level (Algorithm 2) works as follows:
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The complexity of the Algorithm 2 is O(a) where a is the number of files in the list
migrLF. The algorithm of data migration from the slow level to the fast level (Algo-
rithm 3) works as follows:

Algorithm 2. Migration of the file blocks from the fast level to the slow level
Input: migrLF is the list of files for migration to the slow level 
Output: MRes is a result of file migration
1. 1i ← , MRes ← false

2. while 
1

( )
mu

F SSD
k

k
s size migrL Th

=

− <∑ then

3. Migrate blocks of the i-th file to the slow level
4. Delete blocks of the i-th file at the fast level
5. Delete the i-th file from LF and migrLF

6. 1i i← + , MRes ← true
7. end while
8. return MRes

Algorithm 3. Migration of the file blocks from the slow level to the fast level
Input: F is a file requested for I/O operation
Output: a result of file migration
1. k ← 1, Mg ← true
2. repeat
3. if (the file F located at the fast level) then
4. Perform I/O operation with the file blocks at the fast level
5. else
6. Configure I/O operation with the blocks of the file F from the slow level
7. Perform I/O operation with the file blocks at the slow level
8. while (k <= um) and Mg do
9. if ( ) 0kms size F− > then
10. Write the blocks of the file F to the device k at the fast level
11. Configure I/O operation with blocks of the file F using the fast level
12. Delete the blocks of the file F from the device at the slow level
13. Mg ← false
14. end if
15. 1k k← +
16. end while
17. if k=um and Mg then
18. Call the Algorithm 2
19. end if
20. end if
21. until (I/O operations with the file continue)
22. return true

The complexity of the Algorithm 3 is O(um) where um is the number of the fast level
devices on the m-th PM. Algorithm 3 works every time when I/O operations with a
certain file start. In this case, Algorithm 2 can be launched in response to a lack of free
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space at the fast level. It can be also launched at specific intervals of time. Defining
such intervals is beyond the scope of this paper.

5 The Method of Data Replication Management

To build and rebuild the cross-node replica structure the following three approaches are
designed based on the indicators of the current performance of node operation such as
the amount of free RAM, the current state of storage capacity at the fast and the slow
levels, the network utilization, etc.

The method of data replication management is carried out in three stages: (i) de-
termining the indicators of current performance of node operation, (ii) selecting storage
nodes with the best indicators with respect to the objectives (13), (iii) replicating data
blocks to selected storage nodes.

The definition of replication nodes is performed by the Algorithm 4. When searching
for replication nodes, for each i-th node, except of the current one (from which the
replication will take place), the replication coefficient pr is calculated as follows:

pri ¼ peð1=eiÞþ pwwi þ pzzi;

pe þ pw þ pz ¼ 1;
ð14Þ

where pw is the coefficient taking into account the importance of the number of I/O
operations with data blocks, pe is the coefficient taking into account the importance of
the free space at storage node, pz is the coefficient taking into account the importance of
the latency of the data transmission indicator. The complexity of the Algorithm 4 is O
(M) where M is the number of PMs.

Algorithm 4. Replication of the data block from the storage node (server) m
Input: W, E, Z
Output: rL is a list of server IDs of servers that store the data block replica
1. rL←NULL, sL←NULL
2. for i=1 to M do
3. if (ei<>NULL) and (wi<>NULL) and (zi<>NULL) and (i<>m) and

(ei>ThHDD) then
4. ( , (1/ ) )e w z

i i isL i p e p w p z← + +
5. else ( , NULL)sL i←
6. sL.sortIncreasingReplCoef()
7. end for
8. i←1, j←0
9. while i<RF do
10. if sLj<>NULL then
11. rL.add(sLj), i←i+1
12. end if
13. j←j+1
14. end while
15. return rL
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After determining the replication nodes, the data block replica is written on each
storage node in the list rL at the fast level, and then, if the data block is not changed, the
migration of this block to the slow level is performed (Algorithm 2). Also, the cor-
respondent values in the matrix R are updated.

The proposed method makes it possible to adjust the value of the coefficients in the
Eq. (14) by estimating the standard deviation of the parameters on the current man-
agement step by using the [24] method. The correspondent coefficient can be increased
for the parameter whose standard deviation value increases. Thus, the minimization of
objective (13) can be achieved by selecting the coefficients of the Eq. (14).

6 Modeling of the Two-Level Storage System and Replication
of Data Blocks

To study the model of a distributed two-level data storage and the proposed man-
agement method, a simulation application has been implemented using Java pro-
gramming language. The simulations were conducted on the computer with an Intel i7-
3632QM processor and 8 GB of RAM running Windows 10 Pro 64bit.

Process Monitor tool [25] was used to create the input data to the simulation
application. Process Monitor allows to record a list of processes running in the oper-
ating system and accessing files on disks. Input data collection for simulation includes
several stages. At the first stage, the data about OS files accessed by Windows
applications during 8 h was collected using the Process Monitor.

The second stage is to save the monitoring results represented by the Process
Monitor report in CSV file. Third stage is to form an input data using CSV file for
studying the model of a distributed two-level data storage and assessing the quality of
algorithms presented in Sect. 4. The following information about the activity of the
disk subsystem is provided on the input of each VM during the simulation: an absolute
file path; file size; whether its size changed during the Process Monitor run; and the
number of requests to the file. To complete the third stage of input data preparation, a
separate application was developed to convert the Process Monitor data to the format of
the simulation application.

To simulate a distributed two-level data storage with replication and to study the
proposed management method, the following initial data must be specified: the number
of servers that are required for simulation; the number of devices that are at the fast
level on each of the server; the number of devices that are at the slow level. The
characteristics of data storage devices that are placed at the fast level: the latency is
1 ms; the average file access time is 1 ms; the bandwidth of the disk device is 300
MBps; disk space is 64 GB. The characteristics of data storage devices at the slow
level: the latency is 6 ms; the average file access time is 9 ms; the bandwidth of the
disk device is 120 MBps; disk space is 500 GB.

During the experiment, the I/O operations with files of five virtual machines is
modeled on each server. Thus, five CSV files have been used to work with the sim-
ulation application. Each file contains input data about I/O operations with OS files
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obtained at the first stage (8742 MB in size). Data migration between the levels of the
data storage occurs if there is a certain number of I/O operations to a specific OS file.
The data migration helps to reduce latency of data access by storing frequently
requested files on fast level of data storage when server experiences high I/O workload
generated by virtual machines. During simulation, the replication factor equals to 3
(RF = 3). However, the current version of the simulation application does not support
block-level I/O operations. Thus, when accessing a file, it is completely written to the
fast level.

7 Evaluation of Simulation Results

During the simulations it has been observed that the I/O operations generated by
modeled virtual machines did not lead to exhaust disk space at the fast level of the
repository. The threshold for maintaining free space at each fast level drive is set to
100 MB based on the size of the largest OS file in the input data. Data transmission
latency between servers was generated randomly in the range of 2–8 ms.

7.1 Simulation of Migrations

The simulation results demonstrated the dependencies of the file access time on its size.
The simulations were performed for two configurations of the data storage: with a two-
level data storage and with a one-level data storage. The one-level data storage was
modeled by slow level devices. Ten simulations have been performed for each data
storage configuration. The average results were obtained and analyzed.

Since write operations in the two-level data storage are usually performed at the fast
level the recording time is determined by the performance of the fast level devices as
shown in Fig. 1. Thus, the average recording time of such files is slightly increasing.

As also shown in Fig. 1, write operations using the one-level data storage take more
time because the performance of the slow level devices is lower than the performance
of the fast level devices.

First read operation of the file is performed using the slow level device with the
simultaneous writing of this file to the fast level device. Further I/O operations with the
file will take place using fast level devices. Thus, as shown in Fig. 2, read operations

Fig. 1. The time of write operations against file size using two-level data storage (on the left)
and using one-level data storage (on the right)
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using two-level data storage take less time because hot data (i.e. frequently accessed
data) is stored at the fast level. As also shown in Fig. 2, read operations using one-level
data storage take more time because the performance of the slow level devices is lower
than the performance of the fast level devices.

Thus, considering the average values of reading and writing operations with a
specific number of files using the two-level data storage and one-level data storage it
can be seen that the use of two-level data storage can reduce the file access latency for
virtual machines performing simultaneous I/O operations.

7.2 Simulation of Replication

The simulation of replication is performed considering the additional limitation on file
replication that is all blocks of one file can be replicated only to one server. Ten
simulation runs were conducted to obtain an average standard deviation of data size on
each server before and after replication process. At the initial stage each storage node
(server) contains on average the amount of data as follows: Server 1 – 12375 MB,
Server 2 – 10517 MB, Server 3 – 11613 MB, Server 4 – 9219 MB, Server 5 –

11427 MB. Average standard deviation of data size in all servers is 1.18 GB.
All servers starting from Server 1 to Server 5 are considered to find out which one

may potentially be used for replica placement during simulation. First, the replica
location was fined out for data of Server 1, then the replica location was fined out for
data of Server 2 and so on.

As a result, the replica locations for all servers were obtained. Each storage node
after replication process contains on average the amount of data as follows: Server 1 –

34415 MB, Server 2 – 34319 MB, Server 3 – 32349 MB, Server 4 – 33207 MB,
Server 5 – 32163 MB. Average standard deviation is 1.03 GB.

Thus, considering the standard deviation of data size in all servers before repli-
cation and after replication, it can be concluded that the proposed replication method
allows to evenly place replicas of data on the servers of the data center without
bottlenecks when creating new and modifying existing data blocks.

8 Conclusions

In this paper, the management method based on the model of a distributed two-level
data storage system has been proposed. In order to manage I/O operations in a dis-
tributed storage based on a DAS system, the proposed method uses the algorithms for

Fig. 2. The time of read operations against file size using two-level data storage (on the left) and
using one-level data storage (on the right)
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data migration between fast and slow levels of the data storage and the algorithms for
replication of data between the nodes of distributed data storage.

The proposed method uses the algorithms for data migration based on the criterion
of minimizing the cost of data storage. Release of disk space at the fast level by
migrating unused files to the slow level is performed using two criteria: (i) files with
biggest size migrate first and (ii) files on which I/O operations occur less frequently
migrate first. In order to ensure fault tolerance for a data storage system, the method of
data replication with a given replication factor has been developed considering: (i) the
number of I/O operations with data blocks, (ii) the amount of free space at the storage
node, and (iii) the latency of data transmission between the storage nodes.

To study the proposed model and the management method, the simulation appli-
cation has been developed. As a result of simulations, it has been revealed that the use
of two-level data storage with the proposed management method allows to reduce the
required volume of storage devices at the fast level namely to reduce the cost of data
storage. The proposed management method also allows to reduce the waiting time for
completing I/O operations with files for virtual machines performing simultaneous I/O
operations. It also allows to evenly place replicas of data blocks on the nodes of the
data center without bottlenecks when creating new and modifying existing data blocks.

To address current limitations of the simulation application, future work should
refine it in considering the data block exchange. Another area for future work is to
conduct experiments to empirically detect weights and replication coefficients using
real world storage workloads.
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Abstract. Testing is widely used for detection of malfunctions in digital sys-
tems. However besides malfunctions in digital systems, there is a possibility of
faults that cannot be defected by testing tools. As a result of faults, a digital
system may not go to a wrong state. A false command may cause the object of
control to go to the wrong state, which is confirmed by practical cases. Modern
elements of digital systems are created by using a nanometer range of design
limits and they operate at a high clock frequency. High energy particles (SEE –

Single Event Effects) affect the operation of microcircuits that results in an
increase in probability of faults. This fact necessitates a more critical evaluation
of a quality of computer device designs according to reliability of their func-
tioning. This article represents further development of methods for optimization
of signal probability model with the aim to decrease the volume of calculations.
The obtained results can be used at the stage of computer systems design for the
preliminary evaluation of reliability of their functioning under fault conditions.

Keywords: Data distortions � Probability models � Validity �
Probability of faults � Functioning under fault conditions

1 Introduction

Principles of dependable computer systems design are being actively researched over
the last years. Validity is one of the important dependability indices as an estimation of
correctness of device functioning under conditions of faults and malfunctions caused by
natural or technogenic factors [1, 2]. For example, as a result of SEE, electromigration,
interference, etc. [3–5]. Asynchronous processors, which are promising with regard to
speed and energy costs, are especially sensitive to faults [6, 7]. At the same time
computer devices can have implicit correction of input data distortions and malfunc-
tions – called self-correction [8]. Additionally, such properties can be artificially (ex-
plicitly) added by using certain high-reliability device design methods [9–11]. The idea
of self-correction is in the following. Name a set of input codes of a device as X. Set the
equality relation of device output values for any elements from X on the X � X set
(Cartesian product). This relation is an equivalence relation, which splits the X set into
equivalence classes (insensitivity classes). If insensitivity classes contain more than one
element from X, then input data corruption within bounds of such classes will not cause
an error. As the result, device reliability increases. Calculation of device functioning is

© Springer Nature Switzerland AG 2020
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important on the design stage to make a choice of implementation according to the
particular project requirements. The problem implies that in the general case the vol-
ume of calculations of reliability is proportional to an exponential function on bits of
input data. Authors [8] proposed methods of decreasing the volume of calculations by
taking into account decompositions. This allowed a considerable decrease in the vol-
ume of calculations for the one, separately taken, output. The methods proposed in [8]
have a sub exponential volume of calculations in the case of complex calculation for all
outputs of the device. In this connection, there appears the problem of further devel-
opment of probability models that consider physical nature of distortions, device design
and provide a possibility of polynomial dependence of the volume of calculations on
the number of bits of input data.

2 Main Part

It is suggested to examine probability models of output signal values (hereinafter
referred to as a “probability model”) of logical information transformers (LIT) –

combination circuits (CC, digital stateless automatons). LIT output signal distortions
(hereinafter referred to as “codes”) can be caused by malfunctions (failures) inside of
device and/or input data distortions.

Represent LIT output probability model caused by input data distortions in the form
of a JF table (JF array, ||JF|| matrix), with table rows namedw2W, whereW is an ordered
set of possible binary r-digit LIT output codes. According to the project requirements,
columns are also named e binary codes, e 2W. Real CC produce codes fromW set with
any input codes, i.e. it is assumed that any input code from W set, according to project
requirements, while distorted, can be transformed into binary code from the same set with
some probability. This probability value depends on a particular LIT and equals the sum
of input code probabilities which result in e code output instead of w code output. Such
sum is written into JF(w, e) table cell (JFmatrix or as JF[ŵ, e] array item, where e, ŵ are
sequential numbers of e, w codes in theW set). Validity of LIT functioning equals the sum
of element values with e = w.

Represent LIT output code probability model, caused by malfunctions (failures)
inside device in the form of a failure table JZ(w, e) (failure matrix ||JF||, failure array JZ
[ŵ, e]), where rows are codes from W set, and columns are binary codes e, which
belong to a set of all possible r-digit binary codes. Hence, it is assumed that, unlike
input data distortions, a failure in LIT itself with some probability can cause trans-
formation of any code from W set into arbitrary binary code of the same number of
digits. This probability is written in the JZ(w, e) table cell (||JF|| matrix or JZ[ŵ, e] array
item). LIT functioning validity equals the sum of values with e = w. It is obvious that
the sum of values in each row of JZ table equals 1.

It can be assumed that internal LIT failures and input data distortions are independent
random events. Additionally, LIT output codes given input data distortions can also be
distorted due to internal LIT failures. Thus, multiplication of appropriate probabilities
can be used to obtain a JFZ(w, e) probability table (||JFZ|| matrix, JFZ[ŵ, e] array)
including both input data distortions and malfunctions.
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Name all r-digit codes from theW set as a1, a2,…, a|W|, and, similarly, name b1, b2,
…, b|W|. Given c 2 {0, 1, …, S}, where S = 2r − 1, name all possible r-digit codes as
c0, c1, … cS. Then

JFZ ai; cj
� � ¼ JFðai; b1Þ � JZðb1; cjÞþ JFðai; b2Þ � JZðb2; cjÞþ . . .þ JFðai; bjWjÞ � JZðbjWj; cjÞ

ði ¼ 1; 2; . . .; jWj; j ¼ 1; 2; . . .; SÞ

This shows that ||JFZ|| matrix is formed via multiplication of ||JF|| and ||JZ||
matrices.

JFZk k ¼ JFk k � JZk k ð1Þ

A JFZ(w, e) table and a JFZ[ŵ, e] array can be created from ||JFZ|| matrix when
needed.

Such probability model can be used for primary device inputs by using simulated
information transformer (primary input data distortion model). Input of such trans-
former can receive non-distorted data, while output can produce data, distorted by the
effect of external factors. Represent the probability model of simulated transformer
output codes caused by external factors in the form of a JX table (JX array, ||JX||
matrix), with table rows being w codes, w 2 {0, 1, …, S}, where S = 2r − 1, and
columns also being binary codes e 2 {0, 1, …, S}. Transformation probability of
w code into e code is written into JX(w, e) table cell (JX[w, e] array or ||JX|| matrix
item). The sum of matrix diagonal elements defines the input data validity. Consider
forming JX given primary input values are independent random values. In computer
engineering possible signal distortions are typically classified into 3 types: “constant 0”
distortion, “constant 1” distortion, “inversion” distortion. Let xi be a value of digit i of
code, for which create a Jxi(w, e) table, (Jxi[w, e] array). Then:

Jxi 0; 0½ � ¼ p0pw þ p0pk0
Jxi 0; 1½ � ¼ p0pk1 þ p0pinv
Jxi 1; 0½ � ¼ p1pw þ p1pk0
Jxi 1; 1½ � ¼ p1pk1 þ p1pinv

Where

– p0 is a probability of 0 input signal value
– pw is a probability of no distortions
– pk0 is a probability of “constant 0” distortion
– pk1 is a probability of “constant 1” distortion
– pinv is a probability of “inversion” distortion

Note that Jxi probabilities are the sum of appropriate conditional events because dis-
tortion event (or lack of it) depends on the probability of receiving 0 or 1 on the input
of simulated information transformer. Validity of digit i is Jxi[0, 0]+ Jxi[1, 1].
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Name code wj = <w1j, w2j,…, wrj>, wj 2W, j 2 {0, 1,…, 2r − 1}, code ei = <w1j,
e2,i, …, er,i> i = 0, 1,…, 2r − 1, and determine JX[e, w] assuming input code digit
values are independent random values:

JX wj; ei
� � ¼ Jx1 w1j; e1i

� �� Jx2 w2j; e2i
� �� . . .� Jxr wrj; eri

� � ð2Þ

3 Model Use Examples

Duplication and the use of majority function is one of the methods of increasing device
reliability. Calculate validity of majority function operation using the proposed prob-
ability model. Assume that majority function receives some value being tripled.
Majority function forms output value by using a voting principle. The idea of using
majority function is that single distortions are the most probable. Create a probability
table for single distortions (Tables 1 and 2):

Consider validity of majority function operation given double distortions (Tables 3,
4 and 5).

Table 1. JX table for single distortions

In\out 000 001 010 011 100 101 110 111

000 0,364 0,015 0,015 0 0,015 0 0 0
111 0 0 0 0,015 0 0,015 0,015 0,546

Table 2. JF table for single distortions

w/e 0 1

0 0,409 0,000
1 0,000 0,591

Validity is 1.

Table 3. JX table for single and double distortions

In\out 000 001 010 011 100 101 110 111

000 0,364 0,014 0,014 0,001 0,014 0,001 0,001 0
111 0 0,001 0,001 0,014 0,001 0,014 0,014 0,546

Table 4. JF table for single and double distortions

w/e 0 1

0 0,406 0,003
1 0,003 0,588

Validity is 0,994
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Multiplying JF matrix on JZ matrix we’ll get probability values on majority
function output with input distortions and failures (Tables 6 and 7).

In general, direct practical use of the provided probability model is limited by the
amount of calculations. Amount of floating point multiplication operations for LIT with
m inputs is 22m(m − 1), which limits practical use with a value m � 16 (without use
of supercomputers). Because the model works with device output signal probabilities, it
is possible to significantly reduce required amount of calculations. We shall examine
validity of calculations for an adder, as a typical computer engineering device.

Note the feature of binary adder – values of less significant digits of sum do not
depend on values of more significant digits of arguments, while the most significant
digits of sum depend on less significant digits of arguments via the carry-over signal.
Table 8 shows the data distortion model for primary inputs for the first digit of adder
(JX table). Rows are denoted by non-distorted input data values in the cin, x0, y0 order.
Columns are denoted by data values that can be obtained as a result of distortions. Cells
contain product values according to (2). For example,

JX 011; 101½ � ¼ Jcin 0; 1½ � � Jx0 1; 0½ � � Jy0 1; 1½ �

X = {000, 001, …, 111} set is being split into the following four insensitivity
classes – {000}, {100, 010, 001}, {011, 101, 110}, and {111}. Carry-over and sum
values do not change within bounds of the specified classes. Table 8 is split to 16 parts
by the intersections insensitivity classes. As the result, the JCS0 probability model for

Table 5. JZ failure table

w\e 0 1

0 0,99 0,01
1 0,001 0,999

Table 6. JFZ table

w\e 0 1

0 0,40491 0,004090
1 0,00059 0,590409

Validity is 0,995319

Table 7. JF1Z table

w\e 0 1

0 0,401943 0,007057
1 0,003558 0,587442

Validity is 0,989385
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carry-over (cout0) and sum (s0) for the first adder digit (see Table 9) is created. Cells of
Table 9 show the appropriate intersections of insensitivity classes from the Table 8.
Table 9 rows are denoted by non-distorted output data values in the cout0 and s0 order.
Columns are denoted, with the same order, by output values of the first adder digit with
distortions applied to the input data.

Cells of Table 9 contain sums of distortion probabilities, calculated from appro-
priate products in intersections of insensitivity classes from the Table 8. Products are
calculated based on probability arrays Jx0[0, 0], Jx0[0, 1], Jx0[1, 0], Jx0[1, 1], Jy0[0, 0],
Jy0[0, 1], Jy0[1, 0], Jy0[1, 1], Jcin0[0, 0], Jcin0[0, 1], Jcin0[1, 0], Jcin0[1, 1], being
defined via research. For example, the JCS0[01, 00] value is written to the cell labeled
with a number 5:

JCS0 01; 00½ � ¼ JX½001; 000� þ JX½010; 000� þ JX½100; 000�;

where

JX 001; 000½ � ¼ Jcin0 0; 0½ � � Jx0 0; 0½ � � Jy0 1; 0½ �
JX 010; 000½ � ¼ Jcin0 0; 0½ � � Jx0 1; 0½ � � Jy0 0; 0½ �
JX 100; 000½ � ¼ Jcin0 1; 0½ � � Jx0 0; 0½ � � Jy0 0; 0½ �

Table 8. JX model for the first digit of adder

w\e (result) 000 001 010 100 011 101 110 111

000 (00) 1 (00) 2 (01) 3 (10) 4 (11)
001 5 (00) 6 (01) 7 (10) 8 (11)
010 (01)
100
011 9 (00) 10 (01) 11 (10) 12 (11)
101 (10)
110
111 (11) 13 (00) 14 (01) 15 (10) 16 (11)

Table 9. JCS0 model

w\e 00 01 10 11

00 1 (true) 2 (false) 3 (true) 4 (false)
01 5 (false) 6 (true) 7 (false) 8 (true)
10 9 (true) 10 (false) 11 (true) 12 (false)
11 13 (false) 14 (true) 15 (false) 16 (true)
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Hereafter we are interested in non-distorted sum values in the first digit. Cells of
Table 9 are marked with the presence of match (false, true) of the correct sum value
and a sum value received after input data distortions.

Note the following. Firstly, the value of sum in the first digit doesn’t affect values
of sums in the next digits. Secondly, when calculating validity of the adder as a whole,
need to consider only probability of the correct sum in the first digit. This allows using
JCout model for calculating adder validity – the probability model of carry-over signal
values assuming non-distorted sum value (see Table 10). The cells in Table 10 are
marked with appropriate numbers from the Table 9.

The considered models can be built for arbitrary i-th digit of the adder given defined
probabilities Jxi 0; 0½ �; Jxi 0; 1½ �; Jxi 1; 0½ �; Jxi 1; 1½ �; Jyi 0; 0½ �; Jyi 0; 1½ �; Jyi 1; 0½ �; Jyi 1; 1½ �;
which do not depend on values of probabilities in other digits, and probabilities
Jcini 0; 0½ � ¼ JCoutði�1Þ 0; 0½ �; Jcini 0; 1½ � ¼ JCoutði�1Þ 0; 1½ �, Jcini 1; 0½ � ¼ JCoutði�1Þ 1; 0½ �;
Jcini 1; 1½ � ¼ JCoutði�1Þ 1; 1½ �; calculated from the previous digits using Table 10.

Proposed models allow calculating validity values with a linear dependency of
amount of calculations on the number n of adder digits given input data distortions. The
complex of applications was developed for experimental research, which helped con-
firming the match of calculation results using this method and without it for numbers
n � 8. Calculations for n > 8 without using the proposed method are problematic
because of significant amount of calculations.

Table 10. JCout model

w\e 0 (true) 1 (true)

0 (true) 1 6 3 8
1 (true) 9 14 11 16

Table 11. An example of input data distortions

Type\digit Carry-over x0 x1 … x63 y0 y1 … y63
No
distortions

0,99986 0,99979 0,99997 … 0,99982 0,99989 0,99982 … 0,99984

Constant 0 0,00006 0,00009 0 … 0,00008 0,00006 0,00005 … 0,00008
Constant 1 0,00005 0,00005 0,00002 … 0,00002 0,00004 0,00007 … 0,00001

Inversion 0,00003 0,00007 0,00001 … 0,00008 0,00001 0,00006 … 0,00007
Jxi\digit Carry-over x0 x1 … x63 y0 y1 … y63
[0, 0] 0,49996 0,49994 0,499985 … 0,49995 0,499975 0,499935 … 0,49996
[0, 1] 0,00004 0,00006 0,000015 … 0,00005 0,000025 0,000065 … 0,00004
[1, 0] 0,000045 0,00008 0,000005 … 0,00008 0,000035 0,000055 … 0,000075

[1, 1] 0,499955 0,49992 0,499995 … 0,49992 0,499965 0,499945 … 0,499925
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Table 11 shows adder input data distortion probabilities, set with help of a random
number generator.

The experimental research results for adders with simultaneous distortions on all
inputs are shown in Table 12. Columns are denoted with a number of decimal digit
after the separator, which start non-zero decimal digit values of distortion probability.
For example, the column named 5 shows distortion probability values from Table 11.

The obtained results correspond to the known ones for the case of high radiation
power, for example in a space, where the computer device validity is nearly zero. The
following result is also expected: validity decreases with an increase of number of
digits in the adder given the same external conditions.

Single distortions are the most probable under normal climate conditions. The
experimental research was conducted under conditions that only one column of
Table 11 has non-zero distortion probability. The results have shown that adder
validity does not depend on the place of distortion. That is, do not depend on column
numbers in Table 11 with non-zero distortion probabilities. This result is also expected,
as bool functions of sum and carry-over are symmetric.

4 Conclusions

Provided examples confirm the adequacy of calculation results using the proposed
models to both expected and practically known results. Possibility of taking into
account both input data distortions and internal device malfunctions (failures) is a
property of the proposed models. And all possible single and group distortions can also
be taken into account.

The models are effective to create the methods for a further decrease in the volume
of reliability calculations. Using an adder, one of the main computer devices, as an
example, it has been shown analytically and experimentally that the employment of the
proposed models provide a linear dependence of the volume of reliability calculations
on bits of input data.

Table 12. Results of experimental research

Number of digits
in adder

Number of the first non-zero digit after the
radix point in the probability of distortions
5 4 3 2

8 0,998491 0,985033 0,861543 0,264539
16 0,996975 0,970192 0,741436 0,068708
32 0,994148 0,943058 0,559996 0,005471
64 0,988716 0,892827 0,325823 0,000041
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Abstract. Actual scientific and practical task of creating information technol-
ogy for construction of distributed data warehouses of hybrid type taking into
account the properties of data and statistics of queries to the storage is con-
sidered in the article. The analysis of the problem of data warehouses con-
struction taking into account data properties and executable queries is carried
out. The conceptual, logical and physical models of distributed storages and
inter-level transitions procedures are proposed. Location of data on the nodes,
data replication routes are determined by criterion of the minimum total cost of
data storage and processing using a modified genetic algorithm.

Keywords: Hybrid data warehouses � Data models �
Distributed data warehouses � Data replication routes

1 Introduction

The introduction of information technologies and computer systems into all areas of
humanity has led to the need to accumulate and process large volumes of data of
various types and formats such as: texts, images, geospatial data, media files. These
data are stored in a structured, weakly structured and unstructured form in repositories
and databases. The effective use of such data is based on their consolidation and
depends on technologies of work with heterogeneous data. These technologies are
located and processed on various spatially dispersed technical means, primarily with
the help of Big Data technologies. Thus, there are problems of designing hybrid and
virtual databases, parallel data processing, data structuring, etc. An overview of the
current state of problems is related to data consolidation, their physical distribution by
methods of databases and data warehouses structuring and data warehouses content
management.
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2 Related Works Section

The issues of data consolidation were considered in the works [1, 2]. For physical data
distribution, the “Virtual Database” architecture, Big Data technology [3–5] (platform
Hortonworks based on Hadoop and Apache Foundation solutions) are mainly used.
The data warehouses structuring on the basis of common platforms, for example,
Hadoop, is investigated in the works [6, 7], methods of structuring databases and data
warehouses, data warehouses processing are considered in the works [8–11].

However, the existing approaches do not take into account the peculiarities of
construction of distributed data warehouses of hybrid type for storing data from dif-
ferent types of sources on geographically distributed computing facilities and ensuring
efficient storage operation. In particular, there are no comprehensive studies of the
availability of different types of data sources, different levels of data abstraction,
interlevel transitions between them, and the possibility of increasing the efficiency of
the data warehouse facility during its operation is not considered. In existing models of
data warehouse construction, the efficiency of the logical and physical data distribution
is not investigated. Thus, despite the presence of significant results of scientific
researches of various aspects of data warehouses construction and operation, the
problem of construction of effective distributed data warehouses of hybrid type remains
unsolved. The aim of the research is to reduce the total cost of data storage and
processing in distributed data warehouses of hybrid type due to the new information
technology created on the basis of a complex of mathematical models and methods of
analysis and evaluation of data processing in the territorial bodies of Ukraine.

3 Construction of Distributed Data Warehouses
of the Hybrid Type

The reorganization processes of the territorial structure of Ukraine require new
approaches to the processing of unstructured data, generated at institutions of different
levels. Information was being uploaded to the central data warehouse in manual mode
for a long time. Establishing a decentralized system has determined the need for
distributed data storage. Data must be uploaded both to the central data warehouse and
to the storage of appropriate level. Thus, there was a problem of efficient processing of
operational, primary and analytical data of large volumes, taking into account the
relationships between them both at the central and at the local levels. The analysis
shows that the following types of data are stored and processed in the bodies of state
and municipal administration. Operational data, which include all indicators affecting
the budget process and are used for decision making. The data is obtained in real time
and does not require data integrity checks, for example, information about bank
transactions, exchange rates or stock indicators. These data can have a different
structure, stored distributed (throughout Ukraine) and have large volumes – hundreds
of gigabytes per year. Primary data is the result of decision making based on opera-
tional data and have a standard well-defined structure, stored distributed (throughout
Ukraine), their volumes - gigabytes per year. Data for analysis are obtained from the
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primary data by presenting in some form, in particular aggregation, their volumes -
gigabytes per year. Metadata - information on numerical indicators used in the budget
process and have tree structure (clearly specified or with additional attributes, inherent
to separate data elements), their volumes - tens of MB per year. Accompanying data
(documents, educational materials, scientific publications, etc.) in unstructured form, in
separate applications. In some cases, the data are analyzed and fall under one of the
previous categories of data, their volumes - to gigabytes per year.

To solve the problem of storage, processing and exchange of these volumes of data,
information technology for the construction of distributed hybrid data warehouses is
proposed. It is convenient for creation of a number of information systems, in particular
for the construction of a distributed information management system for budget funds.
The compilation and control over the implementation of state and local budgets takes
place at the following levels: center level; region level and district level (territorial
communities, department). The central level provides the collection, processing, stor-
age of data applied at all levels of management. At this level, server equipment, central
switching equipment, data storage devices are concentrated. At the regional and district
level, data are collected, stored and processed only for a given region, territorial
community or district. In addition, at the regional level, the network for data trans-
mission, aggregation of these channels for the district level and the interface ensuring
for connecting regional financial institutions to the departmental information network
are provided. At the district level, a point of access of local level institutions to the

Fig. 1. The structure of the data storage levels of a typical public finance management system.
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departmental network and routing of user connections to the web portal of the data
management system is provided. Information technology provides storage and efficient
processing of various properties and types of data. Different databases are used,
including relational, multidimensional, NoSQL databases, and also a file storage to
perform these processes at logical level. For each of the nodes, it is determined which
databases will be used to ensure the efficiency of the system to store data at the physical
level. That is, to ensure the required level of speed and not exceed the limits set for the
total cost of the system. A multibase data warehouse, which operates on the basis of the
developed information technology for constructing distributed data warehouses of the
hybrid type is proposed to use to implement an information system that solves this
practical problem. It allows distributed storage and efficient processing of different
types of data. A typical data management system which consists of the following levels
was developed on the basis of information technology of construction of the distributed
data warehouses of hybrid type. The level of data storage of a typical system of public
finance management (Fig. 1) is hosted on database servers and contains multibase data
storage (relational database management system, multidimensional database, NoSQL
database, file storage), which receives requests through access services and according
to them provides data or modifies data of the storage. It also optimizes its work based
on the method of construction of distributed data warehouses of the hybrid type.

4 Use Distributed Hybrid Data Warehouses to Manage
the Data of the Territorial Communities

The developed information technology provides an opportunity to create a data man-
agement system at each level of its use, where a typical information management
system for budget funds (Fig. 2) with modules that are executed on servers of various
levels of applications is formed:

• Data provision module designed to interact with data in the repository, including
export and import modules, data analysis and reporting. These modules are located
on servers that have a network latency (network latency) to servers that have
deployed multibase data warehousing services for a multi-database storage.

• Application modules that process data in accordance with business finance man-
agement processes and are located on servers that are centrally located, in the case
of using services remotely and locally, in the case where the application operates
with the data of a particular region.

• Support modules for related processes that have a low level of criticality and can be
located on both central and local servers.

• Multibase Data Warehouse Management Systems, a multi-database data warehouse
that processes data warehousing.
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5 Interface Level of the Information System

Interaction with users is provided at the interface level of the developed information
technology [12–14], which includes web servers, CMS servers, file servers, secure
access servers (Fig. 3). These modules allow clients (other applications and end users)
to work with applications for data management. Service modules are hosted on both
central and local servers, while applications clients are mobile in relation to these
services and can only be used if there is a network connection to access services.

Fig. 2. Information flows to manage budget funds.

Fig. 3. The architecture of IT construction based on a mixed three-tier web-based architecture
with database servers.
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6 Advantages of Distributed Data Warehouses
of the Hybrid Type

One of the main factors to consider when constructing distributed data warehouses of
the hybrid type is the ability to effectively execute different query classes for data of
different levels of structuring. That is why the concept of building distributed data
warehouses of the hybrid type as a multilevel system of data storage and processing is
proposed. The peculiarity of the concept lies in the innovative approach to building
data warehouses, formed by information resources from existing and predefined data
sources. It is proposed to transform the levels of description of the repository, starting
with known (by metadata) logical models of data sources and establishing intercon-
nections between the elements of the metadata and the elements of the conceptual
model of the repository. Based on this mutual compatibility, a logical model of the
repository is constructed. The logical model, in turn, relates the elements of the
database of the repository with the essences of the conceptual model. The transition
between these relationships occurs by choosing models to represent these sources of
data, and based on the logical model, a physical repository model is developed that
includes the deployment and replication data configurations. The information tech-
nology developed for the construction of distributed data warehouses of the hybrid type
provides: analysis of data sources, including data structuring; placement of data in the
storage media according to their structuring; execution of user requests for storage of
storage with the necessary additional operations; optimization of the data warehouse by
the collected query execution statistics. For interaction of users with information
systems built on the basis of this information technology, its implementation ensures:
the convenience of obtaining data for the end user; providing information on user
requests, regardless of the media where the data is located and the functions that it
supports; providing data in various submissions - tabular, “Pivot”, hierarchical, textual,
etc. Extensibility of data, metadata and storage functions; the possibility of distributed
work of users with the delimitation of access to data. Based on the above requirements,
the developed IT is based on a mixed three-tier Web-oriented architecture with data-
base servers, applications and clients (browsers, thick clients), which is shown in
Fig. 3. The peculiarity of this architecture is the ability to use the functional application
of information technology both in public networks using browser and protocols
(HTTP/S), and in secure networks with the help of thick clients and their protocols. If
necessary, clients from different locations of database servers, applications, and web
servers are also deployed distributed. According to this architecture, the data is stored
in a distributed hybrid data warehouse (used by the MBSD) consisting of databases
(relational, multidimensional, XML, NoSQL with their corresponding management
systems) consisting of nodes and data sources hosted in storage systems under
managing the appropriate database servers and data access services to provide external
interaction with the data store that stores and uses the appropriate metadata repository.
Using the data from these services, modules on application servers build a distributed
hybrid data warehouse, scheduling and data collection to fulfill queries. To build a
distributed hybrid data store, an application is used to configure the data repository
containing the following modules: data analysis, which analyzes the data structuring
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and definition of the repository areas; search for an invariant that defines a better model
for data representation; placement of data, which places the data areas of the repository
on its nodes; data replication setup that configures replication of storage areas between
nodes. To operate a distributed hybrid data store, an application is used to process the
data warehouse, consisting of the following modules: execution of queries that receives
requests from users and sends datasets according to these queries; data integration,
which allows import and export of data from external systems and in the opposite
direction. User access to software module resources is via the Multibase Data Ware-
house Multi-Database Data Warehouse and the Multibase Data Warehouse Multi-
Database Data Warehouse located on web servers. The user interacts with these
applications through a thin client (browser or GUI client) that is installed on end-user
computers. The Usage Diagram describes the interaction between software usage and
actors, and reflects the functional requirements for information technology software for
constructing distributed hybrid-type data stores from the perspective of the end-user.
The Multibase Data Warehouse Management System consists of the following appli-
cations: MDW Manager, a graphical utility for designing a repository; MDW Manager
Web, Web-based design for storage; MDW Client, a “thick” client, through which
users receive query results; MDW Client Web, Web-based applications for processing
data storage; MDW Service Build, a service that builds storage and analysis of data;
MDW Service Query, a service that provides queries and interaction with sources and
data carriers; MDW Test App, research application. The purpose of the creation of the
information and analytical system is to ensure transparency and publicity of work with
data both at the level of territorial communities, and at the national level through the
dissemination of public information on the results of the activities of state and
municipal bodies. The main tasks of the developed information technology are: to
increase of awareness of citizens and business about the work of state authorities and
the budget process; enabling every member of society to see which decisions are made
and for what purposes the taxes they are paid are spent; creating conditions for a
transparent dialogue between the authorities and the public in the course of decision-
making; ensuring open government policy for the world community, which increases
the investment attractiveness of the country and its regions and contributes to the
growth of investment in the Ukrainian economy; increase transparency of payments in
the field of social security, formation, deduction and distribution of social benefits and
benefits; provision of the possibility for the public to be monitored for the decisions
taken and target budget expenditures as an instrument for combating corruption;
reduction of the time of service of applications and questions of citizens; modeling and
forecasting the development of territorial communities; verification of the effectiveness
of the decisions taken; automation of the choice of the optimal solution; providing
flexible visualization capabilities. The efficiency of using information technology for
designing distributed data warehouses is determined by: aggregate cost of storing and
processing data in a built-in repository; time of building a data warehouse; speed of
queries (there are no requests that are late); number of parallel replicated data. To
evaluate these indicators, a set of experiments with test data was conducted. During the
experiments, a series of requests for test data was executed. The sample consisted of
320 requests, of which 165 were late. Late requests are those whose performance is less
than 15,000 1/ms. The minimum, average, and maximum performance rates for queries
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in each data region were evaluated (Fig. 4). The minimum performance at the repos-
itory is 0.96 1/ms, the average is 554543.8278 1/ms, 19533753.64 1/ms.

To select the configuration of the location and replication of the data in the
repository, optimization tasks are solved using the genetic algorithm using the phase of
the initial formation of the initial population with the bee-keeping algorithm. In order to
check the quality of the proposed algorithm, a series of tests of the execution time of
the algorithm was performed at a different dimension of the problem. A comparison of
the proposed (modified genetic) algorithm performed at certain values of the param-
eters was carried out with a bee-based algorithm, a genetic algorithm and a full-fledged
method to find optimal values (all algorithms coincided with the optimum). The results
are shown in Figs. 5, 6.

Fig. 4. The performance of querying the data sources by regions (x-axis – numbers of regions,
the axis of ordinates the execution speed of queries, data elements for a millisecond, 1/ms).

Fig. 5. Diagram of comparison of the time of execution of algorithms depending on the
dimension of the problem.
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The execution time of the brute force method is shown in Fig. 5 using a logarithmic
scale because they have a large difference in order (from 102 to 1029).

Based on the results obtained, we can conclude that the proposed algorithm can
reduce the execution time of the algorithm by 10% compared to the time of genetic and
up to 50% bee, and orders of magnitude compared with the time of the full search
method. This result was obtained due to the initial population closer to the optimum.

7 Conclusions

The information technology of construction of the distributed data storages of hybrid
type on the basis of a complex of mathematical models and methods of the analysis and
evaluation of data processing in data storages of type on optimization of their structure
is developed. This allows us to create information systems that effectively process
heterogeneous data that is stored distributed. Information technology of construction of
distributed data warehouses of hybrid type was used in applications in the creation of
public finance management system of the Ministry of Finance of Ukraine, which
allowed to reduce to 25–30% the cost of data storage and processing.
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Abstract. The main problem of modern computing systems is a low bandwidth
of message switching channels. The reason for this is rapid growth of processor
element’s bandwidth relatively to link’s bandwidth. Therefore, a lot of attention
is now being given to the task of a significant increase in network bandwidth. In
designing of high performance parallel systems this task is the most actual. This
article will look at the InfiniBand technology as the solution to this problem and
how to transfer information in it. Among the methods considered, the most
attention is paid to the wormhole transmission method, because it allows you to
quickly transmit information, but has significant disadvantages. To eliminate
these disadvantages a switching method is proposed based on the topology de
Bruyn and its improvement by using the excess code with the numbers 0, 1, −1.
Using this method allows not only to eliminate the main disadvantages of the
wormhole, but also significantly increase fault tolerance and have a simple
routing algorithm.

Keywords: de Bruyn topology � Wormhole routing � Excess code �
Fault tolerance � Clusters � InfiniBand

1 Introduction

The main problem of modern computing systems is a low bandwidth of message
switching channels. The reason for this is rapid growth of processor element’s band-
width relatively to link’s bandwidth. Therefore, a lot of attention is now being given to
the task of a significant increase in network bandwidth. In designing of high perfor-
mance parallel systems this task is the most actual.

The main approach of solving these problems is a rejection of shared architectures
of type PCI-X and using opposite approaches that use methods of sequential data
transfer and peer-to-peer connections. This is due to the fact that PCI-X with a bus
frequency of 133 MHz and a width of 64 bits allows to achieve a speed of 1 Gbit/s,
which is not enough. The systems that provide the opportunity to increase the speed of
data transfer should, first of all, include the standard technology, called InfiniBand [1–
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3]. This technology implements a network approach to solving the problem of the
effectiveness of data exchanges mechanisms. High-performance architecture is based
on components, by which it is logical to create complex distributed computing systems
[4–11]. These are the main machine connection channel adapter (HCA), target machine
connection adapter (TCA), multistage switch and router.

As a rule, InfiniBand is not implemented in a single device, but involves the use of
many small and inexpensive building blocks that can be connected in various com-
binations. The set of such blocks forms a certain topological organization, with the help
of which the bandwidth of the communication system can be varied. For example, one
physical channel can be replaced by four, which will be perceived by the system as one
channel. Therefore, the bandwidth of InfiniBand is not fixed, because on the basis of
this technology it is possible to form any excess count of channels between two points.
Routing is performed dynamically, i.e. the network itself chooses the best route to data
transfer.

In Sect. 1 of this paper, we consider the main issue of high performance parallel
systems and clusters and main approaches to solving them with these advantages and
disadvantages. In Sect. 2 described a topology, that built on shuffles and routing trees,
that can be used with wormhole switching method and removes its disadvantages. In
Sect. 3 this method will be improved with using excess code.

2 Problem Statement

The exchange protocols can be solved on the principles of packet switching or on
mechanisms of preliminary connection. This allows using this technology for block and
stream types of traffic.

Such well-known methods of information transfer, such as circuit switching, packet
switching, virtual pipeline packet switching, wormhole, can be implemented on the
basis of InfiniBand technology.

Switching of channels has two phases: establishing a connection and sending a
message. During the connection, the physical channels are reserved. Upon receiving
the header, the receiver sends an acknowledgment. After receiving the acknowledg-
ment header, the sender starts the data transfer. The main disadvantage of this com-
mutation is the ability to block other transmission channels.

When switching packets, the messages that are transmitted are broken into packets,
and each packet is transmitted to the receiver in a pipelined manner. Packet trans-
mission implies the need to buffer the entire packet completely, which, accordingly,
increases the data transfer time [12–14].

Virtual pipeline packet switching (VCT) differs from the packet switching in that it
transmits data immediately after a decision is made about a further recipient. In case the
header cannot be transferred to the next node, it is stored in the input buffer until the
corresponding output buffer is freed.

The main difference between a wormhole and a VCT is that transmission control
issues are solved at the level of fleets. This allows you to significantly reduce the size of
the buffers and, accordingly, increase the data transfer rate [15–18]. Wormhole method
is the most efficient, simple, cheap and fast data transfer approach. The main
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disadvantage of this method is the ability to block transmissions. A deadlock situation
is also possible for the entire data transmission system.

For example, consider four nodes N1–N4 and four packets P0–P3, each of which is
intended for nodes N3, N4, N1, N2, respectively. Each packet has taken three of the
four buffers it needs in different nodes and makes an attempt to occupy the fourth. As a
result, we get a deadlock situation (see Fig. 1).

To solve the deadlock problem in wormhole has been proposed methods such as
the use of additional memory in each node, the implementation of virtual channels,
combining the wormhole with the circuit switching method.

When using additional memory, in case of blocking the further transfer, it is
necessary to copy the entire package into memory and store until the release of the
corresponding channel. This greatly complicates and slows down the message transfer
process.

In the case of virtual channels, the physical channel is divided in time between
several logical channels. This allows you to use each of the logical channels regardless
of the status of the others (see Fig. 2), which leads to a decrease in bandwidth and an
increase in transmission time.

Fig. 1. Deadlock situation in the system using wormhole
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Combining the wormhole with the circuit switching method consist of two stages.
At the first stage, a connection is established between the nodes, which allows you to
reserve a channel for data transmission and, accordingly, eliminate the possibility of
blocking. The second step is to send a message use wormhole method. This method
increases the total transmission time.

3 The Essence of the Proposed Method Without Excess Code

The proposed switching method is based on the de Bruyn topology and wormhole. The
connections between the nodes in the topology are determined by the shifts to the left
and right with a fill of 0 and 1 in the bit that has been released. Consider the formation
of connections on the example of the node number 710 = 01112 in the system of 16
nodes. On shifting to the left, we obtain the following neighboring nodes:

11102 ¼ 1410; ð1Þ

11112 ¼ 1510; ð2Þ

and on shifting to the right –
00112 ¼ 310; ð3Þ

10112 ¼ 1110 ð4Þ

Fig. 2. System using wormhole with virtual channels
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As a result, two alternative trees can be distinguished (see Figs. 3 and 4).

In the first tree in the lower tier there are nodes with odd numbers, and in the second
tree - nodes with even numbers. This gives two alternative routes between any nodes of
the system, which means: if a blockage occurs when moving along one of the trees, you
can switch to an alternative tree and continue to transfer data via another route.
Consider an example of simultaneous data transfer from 1 to 10 and from 9 to 11
(Figs. 5 and 6).

Fig. 3. Trees of routing, built from nodes 0

Fig. 4. Trees of routing, built from nodes 15
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Steps of data transfer:

1. Node 1 transfers data to node 2, node 9 transfers data to node 2. node 2 is still
receive the data from node 1. Use the alternative route. Node 9 transfers data to
node 3.

2. Node 2 transfers data to node 4, node 3 transfers data to node 7.
3. Node 4 transfers data to node 10, node 7 transfers data to node 11.

The example above, when the topology de Bruyn allows you to get away from the
locks. Also, the use of the proposed graph also increases the fault tolerance of the
system, since the transition to the alternative route can be performed not only when the
node is busy, but also when it is faulty.

Fig. 5. Using trees to solve a conflict

Fig. 6. Using trees to solve a conflict
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4 Using the Excess Code to Improve the Proposed Method

4.1 What Is the Excess Code 0/1/−1?

The excess code 0/1/−1 is based on the conventional binary code, it has the same
weights for the bits, but contains, in addition to the digits 0 and 1, also the digit −1,
which is written with the symbol T. This code has the following features:

• Initially contains negative numbers. For example, the number −3 in a 3-bit code is
represented as 0TT. The smallest number that can be represented in the N-bit excess
code is −2N + 1.

• Provides several ways to represent the same number (see Fig. 7). For example, the
number −3 can be represented as 0TT, T01 and T1T.

4.2 How It Used in Topology Synthesis

Improved topology based on shifts like previous, but in released bit can be inputted not
even 0 and 1 but also −1 (T). For example, in previous topology node 310 = 0112 has
neighbors 001, 101, 110 and 111. In topology based on excess code (Fig. 8) it has
neighbors 11T = 510 and T01 = −310 in addition. But node 3 has alternative repre-
sentations, as result, there are other nodes with number 3 and they have own set of
neighbors.

Count of nodes in topology according to count of bits in address shown in Table 1.

0

0.5

1

1.5

2

2.5

3

3.5

The number of possible representations for a 3-bit code

-7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7

Fig. 7. The number of possible representations of numbers for a 3-bit excess code
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It is possible to choose approximately the same number of nodes for the binary and
ternary systems (32, 27 and 256, 243) and build fault-tolerant topologies with addi-
tional route trees.

For example, node 10T (310) has followed neighbors: 010 (210), 110 (610), T10
(−210), 0T0 (−210), 0T1 (−110) and 0TT (−310). And we can see the next feature of this
topology: excess connections between nodes. It can additionally increase fault toler-
ance of the system and been used to parallel data transfer between 2 nodes.

Fig. 8. Topology based on excess code 0/1/−1 (without explicitly excess connections)

Table 1. Topology parameters

Parameter Base topology Redundant topology
N = 2 N = 5 N = 8 N = 2 N = 3 N = 5

Count of nodes 8 32 256 9 27 243
Diameter 3 5 8 2 3 5
Power without links between
nodes with same number

4 4 4 6 6 6

Power 4 4 4 7 8 10
Count of routing trees 2 2 2 3 3 3
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4.3 Main Advantages (and Disadvantages) of Topology

Since the number in the excess code can sometimes be represented in more than one
way, the consequence of this is that there can be more than one node with the same
number. As a result, when the node with a number, for example, 011 fails, the node
T01, theoretically, may assume the role of the node 011, thereby restoring the topology
in terms of a user. However, the main problem for this is that the node 011 and T01
have different communication due to different codes, as a result, if the node T01 want to
take on the role of 011, it needs to be done so that it can interact with the same
connections as the node 011, intercepting messages addressed to 011 in case of failure.

The second advantage of using excess code is 3 possible routing trees instead of 2
(see Fig. 9). As a result, in case of failure of even 2 nodes in 2 trees, it is possible to use
an alternative tree, which, given the possibility of restoring the topology, can signifi-
cantly increase the system fault tolerance even in comparison with the basic switching
method.

The third advantage of topology is the excess connections between nodes, that can
be used for the particular solution of main problem of using excess nodes, because if

Fig. 9. Routing trees of topology, based on 3-bit excess code
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some nodes with same numbers have same connections, there are no necessary to
duplicate it explicitly.

In addition, using the InfiniBand feature to provide multiple physical channels as
one, you can increase bandwidth by using all alternative routes to simultaneously
transmit information and using all connections between nodes with the same number
but different code.

5 Conclusion

In this work, research of the effectiveness of the proposed method for increasing the
fault tolerance of routing in clusters based on InfiniBand is done. We made a
description of the alternative route trees and showed it in the corresponding figures.
The results of the measurements show that the developed method of constructing a
“quasi-quantum” topological organization can improve the efficiency of routing for
distributed computer systems. Usage of excess code in the encoding of the node by
additional digits “−1” and forming an alternative routing tree don’t changes time of
routing and allows you to reduce the diameter of the system, but leads to an increase in
the power of the nodes. In addition, fault tolerance of distributed systems potentially
may be increased.
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Abstract. A solution to the problem of ensuring quality of service, providing a
greater number of services with higher efficiency taking into account network
security is proposed. In this paper, experiments were conducted to analyze the
effect of self-similarity and attacks on the quality of service parameters. Method
of buffering and control of channel capacity and calculating of routing cost
method in the network, which take into account the parameters of traffic mul-
tifractality and the probability of detecting attacks in telecommunications net-
works were proposed. The both proposed methods accounting the given
restrictions on the delay time and the number of lost packets for every type
quality of service traffic. During simulation the parameters of transmitted traffic
(self-similarity, intensity) and the parameters of network (current channel load,
node buffer size) were changed and the maximum allowable load of network
was determined. The results of analysis show that occurrence of overload when
transmitting traffic over a switched channel associated with multifractal traffic
characteristics and presence of attack. It was shown that proposed methods can
reduce the lost data and improve the efficiency of network resources.

Keywords: Self-similarity � Attack detection � Quality of service � Buffering �
Routing � Fractality � Traffic management

1 Introduction

A computer network is a complex and expensive system that solves critical tasks and
serves many users. Characteristics of service quality reflect critical network properties:
performance, reliability and security [1]. Qualities of service (QoS) methods ensure the
stable operation of modern services: IP-telephony, video and radio broadcasting,
interactive distance learning, etc. QoS methods are aimed at improving the performance
characteristics and network reliability and reduce variations in delays and packet loss
during periods of overload network [2, 3].

Quality of service characteristics reflect the negative impact of the queues mech-
anism on traffic transmission. This effect can be expressed in a temporary decrease in
the rate of traffic transmission, in the delivery of packets with variable delays and in the
loss of packets due to a buffer nodes overload. QoS methods are aimed at compensating
the negative effects of temporary overloads occurring in packet-switched networks.
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These methods use various queue management, reservation and feedback algorithms to
reduce the negative impact of queues to acceptable to user’s level [3–6].

Experimental and numerical studies conducted in recent decades indicate that many
multiservice networks traffic has self-similar properties [2, 7–10]. Self-similar traffic
causes significant delays and packet losses, even if the total intensity of all flows is far
from the maximum allowable values [7, 10, 11].

A big problem for service providers is to ensure QoS in terms of self-similar traffic,
avalanche traffic of intruders, the sources of which are various temporal nodes. This
type of behavior is associated with threats such as distributed denial of service (DDoS)
attacks, Internet worms, phishing, viruses, email spam and others [13, 14]. The amount
of traffic that is generated due to infection, and subsequent traffic bursts can disrupt the
normal work of network and create an additional risk to network devices (routers,
switches). Security is becoming a critical characteristic of all services and plays a
crucial role in the profitability of service providers [15, 16].

When the transfer rate reaches several gigabits, to suppress emerging threats pro-
viders must supply protection that ensure reliability and does not affect network per-
formance as a whole [16–18]. The task of functioning to ensure network security
determines how a provider can effectively offer a larger volume of services with higher
efficiency with a greater degree of manageability [19–21].

The aim of this work is to develop a method of buffering and control channel
capacity and routing method in the network, which are based on the multifractal
properties of traffic and parameters of network security.

2 Self-similar and Multifractal Traffic’s Properties

The self-similarity of random processes lies in preservation of probabilistic character-
istics when changing the time scale. A stochastic process XðtÞ is self-similar with a
parameter H if the process a�HX atð Þ is described by the same laws offinite-dimensional
distributions as XðtÞ Lawfa�HXðatÞg ¼ LawfXðtÞg; 8a[ 0, where the parameter
H; 0\H\1 represents the degree of self-similarity of process and calls the Hurst
parameter. The parameter H[ 0:5 characterizes the measure of the long-term depen-
dence of the stochastic process. The initial moments of self-similar random process can
be expressed as M XðtÞj jq½ � ¼ CðqÞ � tqH , where the value CðqÞ ¼ M Xð1Þj jq½ � [5].

Multifractal traffic can be defined as the expansion of self-similar traffic by taking
into account the scalable properties of statistical characteristics of second and higher
orders. For the moments of multifractal processes, the relation M XðtÞj jq½ � ¼ cðqÞ � tqhðqÞ
is executed, where cðqÞ is some deterministic function; hðqÞ is the generalized Hurst
index which is a nonlinear function in the general case. Value hðqÞ at q ¼ 2 coincides
with the value of the degree of self-similarity H.

Multifractal traffic has a special structure that persists on many scales: there is
always some number of very large bursts with a relatively small average traffic level.
As a characteristic of multifractal traffic, it was proposed to use the following
parameters: traffic intensity k, Hurst parameter H and the range of generalized Hurst
index Mh ¼ hðqminÞ � hðqmaxÞ. For monofractal processes, the generalized Hurst index
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does not depend on the parameter q and is a straight line: hðqÞ ¼ H, Mh ¼ 0. The more
process heterogeneity, i.e. the higher emissions are in traffic, leads to the greater range
Mh. The degree of bursts corresponds to the gravity tails distribution. The coefficient of
variation rvar can be considered as the simplest quantitative characteristic of the tail
distribution rvarðTÞ ¼ rðTÞ=MðTÞ, where T is a random variable the values of which
are the number of events in a given time interval [5].

A node can be represented as a queuing system, at each unit of time it receives
input data that arrives during this system working period, processes and sends them.
The network traffic processing system in this paper is a node with adjustable perfor-
mance or the data processing speed (the number of packets per unit of time that it can
process) and the buffer memory (buffer) with the specified volume (the amount of data
it can hold) in which the node puts traffic that it did not manage to process considered
step (unit of time) of this work [22–24].

Intrusion detection systems are used to detect network attacks. Their performance
and efficiency are evaluated using the parameters of cost, resource utilization, detection
rate. Moreover, if it is possible to classify attacks and normal traffic (events), then these
are observable parameters. Depending on the nature of the attack and the probability of
its detection, four possible outcomes are used [13, 15, 16]:

– True Positive (TP): process that is actually an attack and are successfully classified
and called attack.

– False Positive (FP): A normal and legitimate process is classified as an attack.
– True Negative (TN): a process that is actually normal and legitimate, and suc-

cessfully marked and detected as normal.
– False Negative (FN): attack is incorrectly classified as normal or legitimate action.

The main difficulty lies in the fact that the number of false positive detections is
very large. It is clear that a high FP value will lead to less effective detection, and a high
FN value will make the system vulnerable to intruders.

3 Method of Buffering and Control of Channel Capacity

The simulation is a main tool for research networks with self-similar flows. The
simulations of channel load and the queues formation in the buffer for the realization of
fractal traffic were studied in [12, 15, 20]. The simulation results allow to calculate the
dependence of the values Netkii ðTÞ network bandwidth of k channel of i-th node and
parameters of incoming data flows k;H; rvar;Psecf g on the size of the buffer memory
Qnew

w ¼ f ðNetkii ; k;H; rvar;PsecÞ, where Psec ¼ ðPTP;PFP;PTN ;PFNÞ is the probability
of detection attacks on system resources (i.e. buffer overload, DDoS attacks).

ThePsec ¼ ðPTP;PFP;PTN ;PFNÞ calculates by using theMachine Learning algorithm
that shown in [16, 21, 25–27]. Each input flow is sent to a queue Qw of limited size.
Queuing time is dependent on qs. The normal traffic transmitted through the communi-
cation node is provided by the calculated values of the buffer size Qnew

w (the loss does not
exceed the specified percentage). Similarly, a functional dependence of a specified buffer
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size Qw and traffic parameters on a channel capacity Netnewkii ¼ uðQw; k;H; rvar;PsecÞ
were obtained. It is possible to avoid network overload bymanaging of buffers size and/or
data flows based on the calculation of the value of the maximum permissible load in
accordance with the obtained results. To determine maximum allowable load of the
channel for the given size of channel capacity and the buffer memory are used the
functional dependencies Netnewkii ¼ uðQw; k;H; rvar;PsecÞ and Qnew

w ¼ f ðNetkii ; k;H;
rvar;PsecÞ. By predicting the start of overload, the required size of the channel capacity
Netnewkii and/or buffer memory Qnew

w can be allocated. If the calculated buffer size Qnew
w is

larger than the existing Qw and the probability of detection attacks on system resources
Psec ¼ ðPTP;PFP;PTN ;PFNÞ is high the system allocated the required size of buffer
memory. But if probability of detection attacks on system resources Psec ¼
ðPTP;PFP;PTN ;PFNÞ is low the system creates the alert and doesn’t allocate the required
size of buffer memory. The required size of channel capacity can be determined from the
received data. If the requested capacity size Netnewkii is larger than available Netkii and the
probability of detection attacks on system resources Psec is high, the system provides the
requested resource, thus distributing the rest to the second channel capacity. But if Psec is
low the system created the alert and doesn’t provide the requested resource.

This method can be used in nodes (switch, router and i.e.) for preventing of net-
work overload. It allows to reduce a loss packets and increase channel utilization and
network performance.

4 Calculating of Routing Cost Method in the Network

To provide QoS is required routes selection based on separate safety flows, at the same
time, different flows that are sent to one recipient may be directed by various pathes. In
addition, the paved pathes can be changed in case of overload. The shortest paths (Low
Cost Routing) between the incoming edge router and others are calculated by the
routing protocol. Lets consider the calculating of routing cost method based on security
parameters and fractal structure of traffic [4, 23, 25, 26].

The communication links between nodes with the maximum capacity Linklk ¼
fLlkg; lk ¼ 1; 2; . . .; that are divided into k 2 K channels with bandwidth NetklkðtÞ ¼
fNetklkg at time t [15, 26, 27]. Assume that at each time t traffic of intensity kqsNetiðtÞ
relating to one of the classes of service qs-th with requirements QoS. Each qs corre-
sponds to the maximum percentage of loss lqs and the maximum delay value sqs. The
variable Xqs

i ðtÞ 2 X is the coefficient of loss qs traffic that transmitted by the path
NetklkðtÞ to the i-th node at the moment t. It is assumed that the probability of package
error in the path can be neglected and losses occur only in node because buffer
overloads. The coefficient of losses for all nodes in the network:

0�Xqs
i ðtÞ;

XN
i¼1

Xqs
i ðtÞ� lqs: ð1Þ
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Thus, the restriction (1) show that the total loss for the traffic kqsNetiðtÞ routed at time
t, should not exceed the maximum permissible values for the class of service lqs. Loss is
defined as the ratio of the discarded data to received data. Value Xqs

i ðtÞ ! min is
subject to minimization.

Restrictions imposed by the delay time are similar: 0� Tqs
i ðtÞ;P

N

i¼1
Tqs
i ðtÞ� sqs,

where Tqs
i ðtÞ is the average waiting time of package qs-th class of service in the queue at

the i-th node [21, 28, 29]. Performing this restriction helps to ensure that the packets
delivery does not exceed the maximum permissible values for a given class of service sqs.

All input traffic is divided at the qs flows so that to ensure the transmission
requirements of all classes QSðtÞ in full. The channels set of traffic QoS
K ¼ KðNetklk; Plk; LkÞ, where Plk ¼ p1lk; . . .; p

k
lk

� �
is allowable set of pathes to the path

Lk , that is defined for each traffic channel.
The value of routing cost clk is assigned to the communication link lk and may

depend on several parameters, particularly the reliability, speed, and length. The cost of
path pklk is equal to the sum of communication lines cost: Ck

lk ¼
P
lk2pklk

clk. If NetxklkðtÞ is

bandwidth that is forwarded to allowable path pklk of transmission traffic channel kqsNetiðtÞ,
then following relation holds

PLk
t2T ;lk¼1

NetxklkðtÞ ¼ Netklk; 8k 2 K, 8lk 2 1; . . .; Lkf g.
In [10, 13, 15] it was shown that at values H� 0; 9 or at H[ 0; 5 and simulta-

neously values rvar � 3 (which roughly corresponds to the values Dh[ 1) the amount
of loss is greater than 5–10%. When passing traffic with strong fractal properties it
needs to timely increase bandwidth of communication lines. To reflect the changes in
the multifractal properties of flows, cost of paths Ck

lk are updated in regular intervals
and recalculated by the formula

Cnewk
lk ¼

Ck
lk; H� 0; 5; Psec\0:6

Ck
lk þðH � 0:5ÞC0; 0:5\H\0:9; rvar � 1;Psec [ 0:6;

Ck
lk þðH � 0:5Þðrvar � 1ÞC0; 0:5\H\0:9; 1\rvar\3;Psec [ 0:6;

Ck
lk þC0; H� 0:9 or H[ 0:5; rvar � 3;Psec [ 0:6:

8>><
>>:

where Ck
lk ¼

P
lk2pklk

clk is determined in accordance with the objective function, value C0

is selected by the network administrator considering network topology and probability
of detection attacks on system resources Psec ¼ ðPTP;PFP;PTN ;PFNÞ. The routing
algorithm is not changed (path cost Cnewk

lk ¼ Ck
lk) if the traffic has independent values

H ¼ 0:5ð Þ or has antipersistent properties H\0:5ð Þ and Psec\0:6. If the value
0:5\H\0:9 and the dispersion of data is small rvar � 1ð Þ the value Ck

lk increases in
proportion to the Hurst exponent value. If the Hurst exponent value 0:5\H\0:9,
Psec [ 0:6 and dispersion is large 1\rvar\3ð Þ the value Ck

lk increases in proportion to
three characteristics. The cost with a maximum value Ck

lk þC0 is obtained at H� 0:9,
Psec [ 0:6 or persistent traffic H[ 0:5ð Þ with a coefficient of variation rvar � 3. After
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recalculating the value of all paths, the announcement of the state of paths are sent
between routers.

This method can be used to increase utilization channel by rerouting most
important data flows to alternative low load channels.

5 Simulation of the Developed Methods

To carry out simulation work of the proposed methods program modules were
developed by using Python. The input system receives the generated information flows
having predetermined fractal properties with parameters similar to the real traffic [22,
25–27, 29]. This traffic was sent from the sender to receiver through 14 nodes: routers,
nodes and firewall by using various parthes. By using model realizations traffic with
predetermined properties in experiments a various network parameters can be deter-
mined in a variety of loading and operation modes. The network load was changed
from 20% to 90%. All traffic parameters were changed and some of them have attacks.

The dynamic control of channels capacity and sizes of nodes buffer memory were
performed during simulation with method of buffering and control channel capacity
(MBCCC).

In the dynamic channel capacity control mode, a forecast of flows requirements in
the necessary channel capacity Netnewkii were made in the subsequent time interval t + Δ

(ms). Based on these data the necessary resource of capacity Netnewkii was allocated for
self-similar traffic critical to the time of transmission and the remaining traffic by the
remaining resource for a time Δ.

Similarly, in the buffer size control mode of nodes the buffer memory requirements
of the node Qnew

w were calculated for a time t + Δ. Based on this data required resources
of buffer memory Qnew

w (MB) node were allocated for a while.
During the simulation with Routing method (RM) calculation of routing costs

Cnewk
lk of fractal traffic in channels at the time t were calculated taking into account the

required throughput NetklkðtÞ, using the minimum cost criterion and probability of
detection attacks Psec, with limiting the QoS for the uniform use of traffic channels of
different QoS classes in the case of multifractal flows. The fractal traffic of high qs class
of service was routed along most free, secure, lowest cost paths taking into account
traffic properties. It is possible to multiplex low-priority traffic into separate flows so
that its life time does not expire.

The effectiveness of proposed methods we can evaluate by analysis of the simu-
lation results: changing a buffer memory size and the dynamic distribution of a channel
capacity.

During the experiment, the amount of channels utilization, value of lost data, value
of jitter, probability of detection attacks on system resources Psec were measured. The
QoS parameters that were obtained during the experiments by using proposed methods
are shown on Fig. 1 and in Table 1. The channel utilizations are shown in Fig. 1(a) and
lost packets are shown on Fig. 1(b).
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With the same volume of transmitted information in network the lost of self-similar
traffic during transmission is noticeably lower with simultaneous use of proposed
methods. It is similarly for parameters of channel utilization and jitter. The probability
of attack detection is improved when both proposed methods are used.

The results of the experiments were realized and they brought the following effect:
increasing the utilization of data transmission channels, by redirecting the most critical
information flows to less loaded alternative channels, more efficient usage of system
resources, improving the quality of service, and reduction of data loss.

6 Discussion and Conclusion

In this paper by collecting and analyzing traffic in real-time the network QoS param-
eters were improve. Methods for ensuring QoS are proposed. They are taking into
account the parameters of the probability of attacks detection in telecommunications
networks during the transmission of fractal traffic over the network. The occurrence of
congestion during the transmit of traffic through a switched communication channel is
associated with the multifractal characteristics of traffic. Depending on the multifrac-
tality parameters, the current channel load, the node buffer size it is possible to
determine the maximum permissible load of this network.

(a) Channel utilization, % (b) Lost packets, %

Fig. 1. QoS parameters by using the proposed methods.

Table 1. The parameters of quality of service.

Methods Channel
utilization, %

Value of
lost data, %

Jitter,
ms

Psec

(TP), %
Psec

(FP), %

Method of buffering and
control of channel capacity

0.69 1.88 54 0.62 0.31

Routing method in the
network

0.64 1.9 38 0.65 0.33

Using both methods 0.52 1.73 33 0.71 0.28
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A method for predicting network congestion based on the calculation of the degree
of communication channel load when traffic monitoring considering the probability of
detection attacks. A method for estimating the cost of routing is described and based on
accounting the fractal properties of network traffic, security parameters and specified
restrictions on delay time and the number of lost packets.

The proposed methods can reduce network data loss and increase the efficiency of
network resources, provide higher performance and throughput, reduce costs by redi-
recting the most critical information flows to less loaded alternative channels, and
reduce response time and the amount of lost data. In future work it is planned to
investigate the influence and dependence of various types and levels of attacks on the
network QoS parameters.
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Abstract. In this paper, an authentication program was created for Ukrainian-
speaking users of computer systems based on their keyboard style. To develop
the algorithm of this program, a series of experiments were conducted. Based on
the results of the experiments, the optimal handwriting characteristics were
selected, which were subsequently analyzed for the implementation of recog-
nition, also the requirements for educational samples and the stages of their
selection and preliminary processing are determined. Besides considered the
most critical parameters, setting which significantly increases the likelihood of
correct recognition. This system is proposed to use as one of the stages of
multifactor authentication.

Keywords: Multifactor authentication � Identification � Biometrics �
Keystroke pattern � Computer systems

1 Introduction

From year to year biometric systems are used increasingly in various branches. In the
estimation of J’son & Partners Consulting predictable market volume will increase
from $20 billion in 2018 to $40 billion in 2022, herewith from 2016 till 2022 com-
pound annual growth rate (CAGR) will make up 18,6% for biometric market [1].

One of the reference directions, in which it is advisable to use biometric systems, is
the information security, namely the biometric authentication. According to the data of
Spiceworks IT-network analytics, biometric authentication will be implemented into
86% of companies in North America and Europe till 2020. Such conclusions were
based on the Spiceworks’ poll of 500 staff members in these regions. According to the
results, 62% of companies have already implemented such way of authentication, and
additional 24% will do it in next two years [2]. The poll participants consider the usage
of biometrics more reliable, than the usage of pin-codes or login-password pair.
However, herewith only 10% of polled consider this method is enough. The rest tend
towards that it is advisable to use multifactor authentication, where biometric system is
one of the components of authentication system.
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IBM Security subdivision of IBM Corporation released a global research [3] at the
beginning of 2018, where consumer opinion about digital identity and authentication is
analyzed. According to the results, when login any application and device, for users the
security level is more important, than the usability feature. An additional point is that,
according to the data of this research, younger generation trust traditional identification
with password less. In order to increase personal informational security level when login,
they prefer to use biometric systems, multifactor authentication and password manager.

From the above it is possible to make a conclusion, that developing of biometric
systems as one of the components of multifactor authentication is one of the relevant
objectives now.

An objective of this paper was to develop biometric authentication system for
computer systems (CS) users as one of the components of multifactor authentication.
This system can be used for solving other tasks, for example, for accessing any objects.

To solve the problem, the following actions were performed. First, the existing
types of biometric authentication systems were analyzed [4–9, 11–15]. Based on the
analysis and taking into account the fact that biometric authentication is more often
used when login any CS or when accessing an information resource, it is proposed to
use the keystroke pattern as an human’s analyzed feature in this paper. Then the
features of a human’s keystroke pattern were determined for further usage in the
authentication process. After that, there was made an analysis of the selected features of
the keystroke pattern in order to determine their usability for further identification.
Further, there was made a selection of training samples of CS users’ patterns for
increasing probability of correct identification. Then the program was written for
implementation one of the steps of multifactor authentication, namely for performing
the keystroke pattern authentication of CS users. The neural network was used as a
recognition mechanism in this work [10]. As a result, on the basis of the analysis, with
the help of the written program, it was concluded that it is advisable to use recognition
systems by the human’s keystroke pattern to implement one of the stages of the
authentication systems of CS users.

2 Problem Solving

Recognition biometric systems are based on the analysis of any human feature. All of
them are divided into statics (by fingerprint, face, iris, etc.) and dynamic (by keystroke
pattern, handwriting, voice). The keystroke pattern is a dynamic human feature, in
other words, this parameter isn’t always stable, and therefore probability of correct
recognition of a person by this feature isn’t perfect. This fact is the reason of that it is
recommended to use the keystroke pattern authentication systems in combination with
other authentication methods in order to provide a high level of security.

The work of any biometric recognition system is composed of two stages:

1. Accumulation of training samples for all recognized objects.
2. Recognition of objects based on previously accumulated samples.

Depending on the implementation of each specific biometric system, there may be
some additional actions. For example, if necessary, you can continue to accumulate a
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database of training samples (DBTS) at the recognition stage yet. Depending on the
biometric authentication method used, the minimum allowable DBTS size will vary.
For example, if the recognition method uses a fingerprint, then there should be several
samples for each user in the database (for several fingers and taking into account that
the finger can be placed at different angles on the scanner).

If the method for recognition uses keystroke pattern, as in this paper, then the size
of the database will be many times as large. It is due to the fact that the fingerprint, as
mentioned earlier, is a static parameter and doesn’t change during a human’s life, and
the keystroke pattern is a dynamic parameter and, depending on various factors, can
change, though not significantly.

The need for a large volume of the DBTS is also explained by the specifics of the
neural network functioning, which was used as a recognition mechanism in this paper.
Usually the DBTS reaches a few hundred and sometimes thousands of samples for each
user.

During the recognition by keystroke pattern, the dynamics of typing any key word
(phrases, combinations of letters) is usually analyzed, that means the time intervals
between keystrokes when typing this word. You can also analyze other parameters,
such as the quantity (percentage) of incorrect characters entered, the speed change
when typing the beginning and the end of a word (slowdown or acceleration), etc.

Depending on the type of key phrase, there are several types of keystroke pattern
recognition technologies:

1. By the dynamics of typing any constant key phrase.
2. By the dynamics of typing free text – the ever-changing phrase.
3. By the dynamics of typing one word from a pre-selected set of words.
4. By the dynamics of typing letter combinations, that repeat in all the words of a pre-

selected set of words.

Each of the considered options has its advantages and disadvantages and you can
choose the best one only empirically in each particular case.

The quality of recognition also depends on the quality of the selected controlled
parameters. That means, the more high-quality parameters are in the sample, the more
efficient is the use of this authentication method. Therefore, there should always be a
function of determining the quality of the selected controlled parameters in the bio-
metric authentication system, because these parameters may vary for different groups of
users. For example, in the case of keystroke pattern authentication, the time of typing
symbols of one word can be typical for one group of people, and the time of typing
symbols of another word – for another group. As a rule, it is due to the specifics of the
area in which the company operates. If the organization is associated with aviation,
then typing the words from the field of aviation is typical, if it is a medical institution,
then it is appropriate to analyze the medical terms input. In addition to that, if
authentication must be performed not only at login, but also in the process in order to
check whether there was an unauthorized change of user, then the analysis of the
characteristics of input of the words related to the enterprise, also increases the pos-
sibility of authentication, since such words are entered more often than others. Also an
important factor when choosing words (phrases) to analyze the dynamics of their input,
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is the language used. This is explained by the fact that each language has its own
specificity in the construction of phrases, its most frequently used characteristic words.

In Fig. 1 there are shown two examples of the values distribution of one feature of
three people. The first example (Fig. 1a) illustrates the case when a feature is suitable
for performing by its authentication value, because the value areas of the feature of
three people are quite clearly delimited and the spread of the values of the analyzed
feature for each user is minimal.

The second example (Fig. 1b), on the contrary, illustrates the case when this
characteristic isn’t suitable for the classification of a computer system users, because
the values of these characteristics are not separated for each user and, in addition, they
have a sufficiently large spread. In order to translate these visual conclusions into a
quantitative assessment of suitability of the characteristic for usage in its classification,
such mathematical concepts as expectation and variance can be used.

The quality of the controlled parameter can be calculated as follows. Assuming that
the set Xi is the set of values of the i-th parameter of the legal user’s samples, and Yi is
the set of values of the i-th parameter of the offender’s samples, we can say that the
quality of the i-th parameter depends on the ratio of variances and the distance between
the centers of the sets. The smaller the dispersion values and the greater the distance
between the centers of the shared sets, the better the quality of this parameter.
Numerically, the quality of the controlled parameter can be calculated as follows:

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmXi � mYiÞ2
r2Xi

þ r2Yi

s
ð1Þ

where mXi denotes the expectation of the values of the monitored i-th parameter of the
set Xi;

mYi denotes the expectation of the values of the monitored i-th parameter of the set
Yi;

rXi denotes the variance of the values of the monitored i-th parameter of the set Xi;

a) b) 

Fig. 1. Examples of the values distribution of one feature of three people where: ▲ denotes the
first user’s characteristic; ● denotes the second user’s characteristic; ■ denotes the third user’s
characteristic.
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rYi denotes the variance of the values of the monitored i-th parameter of the set Yi.
In the case, if the computational resources are limited, then the following formula

can be used to determine the quality of the monitored parameter:

q ¼ mXi � mYij j
rXi

þ rYi
ð2Þ

The higher is q, the higher is the quality of the monitored parameter.
In addition, the more analyzed parameters there are, the higher is the quality of

biometric authentication. But when choosing the number of analyzed parameters, it is
necessary to proceed from the required security level, because if you use an unrea-
sonably large number of analyzed parameters, then unnecessarily large resources will
be spent during authentication. In other words, if the samples are too large, corre-
spondingly, there will be a large database of these samples and there will be needed a
lot of time and memory to process and store all this information. However, if you select
too few parameters to analyze, then the authentication quality will be too low.
According to the results of the experiments, for example, when the number of analyzed
parameters changes from 3 to 6, the probability of correct recognition increases by
about 50%, and when changing from 6 to 11 signs, the probability increases only by
about 7–10%.

The same is the case with the number of accumulated samples in the database – the
higher its’ amount is, the higher is the authentication quality, but the more resources are
spent.

The optimal number of samples and the number of features in them depends not
only on the authentication technology used, but also on the particular users, that will be
recognized by this system. Because different people have different degrees of
uniqueness and stability of certain biometric characteristics.

Thus, it is impossible to specify in advance the particular values of these system
parameters (the number of samples and features in them). Each protection system must
have a subsystem for their determining them in each case, and focus on the average
(recommended) values of these system parameters can lead to inefficiency of this
protection system.

The choice of words (phrases, combinations of letters), the input parameters of
which will be analyzed, the determination of the number and list of analyzed param-
eters is appropriate to be performed not on the basis of the analysis of a large (full)
DBTS, but analyzing small (trial) database. That means that it makes sense to divide
the stage of DBTS accumulation into several steps:

1. Arbitrary choice of several variants of the key phrase (words, letter combinations).
2. Accumulation of a small (trial) DBTS for each of the selected options.
3. Analysis of the characteristics of the accumulated trial DBTS (according to the

formula considered earlier), in order to determine the key phrase with the best
characteristics for recognition by this phrase input.

4. Check whether the selected keyword can provide the required recognition accuracy.
If not, then return to the first stage. If so, pass to the next step.

5. Accumulation of the required DBTS volume for the selected key phrase.
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After selecting the most optimal pattern characteristics for recognition, it is nec-
essary to pre-process the accumulated data. When typing a key phrase or word during
the accumulation DBTS, for a number of reasons, a user may accidentally press the
wrong key, and make so a mistake or just think unusual long after it. All this leads to
the appearance of damaged data in the accumulated database, and, consequently, to a
decrease in the probability of correct recognition by this authentication system.
Therefore, if during key phrase or a word input, during the accumulation of training
data, an error was made or between the input of two near-by symbols of the word there
was an unacceptably long pause, then this input attempt is better to stop, not to save
this sample in the database, and to propose the test user to enter this word again. If the
quality of the educational data isn’t checked at the moment of DBTS accumulation, but
later, then such a sample must be removed from the accumulated database.

However, all people have a different degree of care, that’s why the number of
mistakes made, the frequency of their repetition and words, when entering which there
was a failure – it is enough individual features of a person, which can then be used
further to identify users, so it is also desirable to save these data in the DBTS.

A number of experiments were made to verify the assumptions made. After ana-
lyzing their results, we can say that on the percentage of errors made by the user (Och),
the probability of correct recognition of the user by the system quite strongly depends.

The percentage of errors made by the user is calculated using the following
formula:

Och ¼ 100 � ko
kolþ ko

ð3Þ

where ko denotes the number of wrong keys pressed;
kol denotes the number of correct keys pressed.
In addition to that, the probability of correct recognition of all users by the system is

strongly influenced by the amplitude (spread) of the percentage of errors among users.
This parameter is calculated using the following formula:

AOch ¼ Ochmax � Ochmin ð4Þ

where Ochmax denotes the maximum error rate among all users;
Ochmin denotes the minimum error rate among all users.
These facts should be taken into account when creating and configuring the

authentication system in each particular case. So, according to the results of the
experiments, the probability of recognition of an attentive CS user (that means the
minimum error rate) is about 50% higher than not very careful.

An important step in the pre-processing of training samples is the exclusion of
DBTS notes with gross value deviations of at least one of the features from the values
of the same feature in other samples of his pattern (gross errors) [11]. Indeed, in order
to improve the recognition quality it is necessary to make the selection of educational
data. This need is explained by the fact that the keystroke pattern, as mentioned earlier,
is a dynamic characteristic, in other words, this parameter doesn’t have one hundred
percent stability.
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Because unlike static characteristics (fingerprint, retina, iris, etc.), keystroke pattern
is subject to various factors (mood, distress, environment, etc.). Any person can be
distracted by some external circumstances when typing (he may think, he may have
something to get sick, he may have something or someone to prevent) and because of
this make an unusually large (or vice-versa small) pause. And if the characteristics of
his input were recorded in the DBTS, then the further subsequent analysis of these data
will show significant instability of the analyzed parameters, especially if the time
deviations of this user were quite a lot. But if a small instability is typical for keystroke
pattern and the neural network [11–16] copes with this problem quite well, namely this
mechanism is used in this paper to perform authentication, then a large values spread of
any analyzed parameter leads to a decrease in the accuracy of recognition and, con-
sequently, to a decrease in the effectiveness of this protection system. Therefore, we
can say that the exclusion of educational data with a gross error of at least one of the
analyzed features will lead to a certain increase in the quality of recognition.

Do some comparison with other methods. There are different algorithms for deter-
mining which training samples should be excluded. For comparison there was analyzed
the algorithm AD described in [17], which solves this problem by sorting and excluding
extreme values (using mathematical expectation, variance and Student’s table) and
proposed in this paper an algorithm AP that solves this problem by comparing the
characteristic with its average value (excludes the analyzed sample in a case of a
significant value deviation of at least one feature from its average value). Based on the
results of the experiments, it can be concluded that the developed algorithm in most
cases is a more effective mean to improve the recognition quality of CS users, namely it:

1. Is simple.
2. Consumes less time and computing resources.
3. In most cases is more effective.

The first two advantages of the proposed algorithm are explained by the fact that:

1. In this algorithm, a selection is performed on all analyzed features at once, in
contrast to the algorithm described in [17], in which many actions are performed
several times.

2. In contrast to the proposed algorithm, the algorithm described in [17] performs
sorting for each feature, which takes a lot of time and memory, especially if the
sorted array is large.

Great efficiency of the developed algorithm, in most cases, is expressed in the
following:

1. Analysis of the analyzed features quality after the elimination from the DBTS with
gross errors according to the proposed algorithm showed that all parameters have
approximately the same, quite good quality level, in contrast to the case when the
eliminations were performed according to another considered algorithm [17], in
which the quality level for different analyzed features varies greatly among them-
selves (some very good, and some very bad).
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2. With a relatively large number of analyzed features, the proposed algorithm pro-
vides better recognition quality, and with a small number (insufficient for qualitative
recognition) of the analyzed features, the other considered algorithm [17] is more
effective.

All this confirms that the use of the algorithm developed in this work was
preferable in this case. According to the results of the experiments we can say that the
quality of the analyzed characteristics, after the elimination of samples with gross
errors, improved by about 3–4 times.

Such a selection is preferably to perform not only in the processing of the resulting
(accumulated in sufficient volume for recognition) DBTS, but also when processing a
trial DBTS at the stage of selecting the optimal key phrases. However, at this stage, you
may be able to perform a more coarse selection of the educational data, that is, you may
be able to allow a larger value of maximum deviation percentage than at the recognition
stage. The impact of this coefficient on the accuracy of the authentication is determined
through experimentation.

And only after all the considered preparatory actions directly recognition of users
by keystroke pattern can be performed. In this paper, this problem was solved using a
neural network [10].

Thus, the algorithm of the CS users recognition system based on the keystroke
pattern, using a neural network, is the following:

1. Random selection of several options of the key phrase.
2. The accumulation of trial DBTS for each option.
3. The elimination of the records with gross deviations of at least one of the char-

acteristics from its average value (coarse selection) from each trial DBTS.
4. Analysis of the characteristics of the trial DBTS in order to determine the key

phrase with the best characteristics for recognition the input of this phrase.
5. Check whether the selected keyword can provide the required recognition accu-

racy. If not, then return to the first stage. If so, pass to the next step.
6. Accumulation of the required amount of DBTS for the selected key phrase.
7. Elimination of records with gross deviations of the value of at least one of the

characteristics from its average value from the resulting DBTS (the permissible
deviation of the value of the analyzed characteristic from its average value depends
on the required recognition accuracy).

8. Choosing the best characteristics in the resulting DBTS, that will be used for the
further recognition.

9. Setting the parameters of the authentication system, on which the quality of
recognition depends.

10. Perform authentication of the CS users.

All stages, except the last one, are performed once when installing this authenti-
cation system and then, if necessary, for adjustment.
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3 Experimental Part

To determine the influence of the parameters considered earlier, on the probability of
correct recognition of Ukrainian-speaking users of computer systems by their keyboard
handwriting, a database of training samples of the required volume was accumulated,
after which a series of experiments were conducted. For this purpose, a specially
created program was used. All experiments can be divided into three stages:

1. At the first stage, the data for all users were analyzed, while all training samples
were considered, that is, the time of the character set of each word. At this stage, the
influence of the following parameters on the effectiveness of the neural network to
solve the problem was determined:
1:1. The presence of averaging training samples, in which the characteristics of each

of the ten records were averaged. At the same time, the accuracy of the data
increased, but their number decreased.

1:2. The presence of selection by words, that is, “unknown” instances were com-
pared with all educational data or only with the same words. If the selection was
not carried out, then only the first sign was inaccurate, and if the selection was
carried out, then there were no inaccuracies, but the amount of training data
decreased 10 times, because there were 10 words in the set.

1:3. The number of feature.
1:4. The amount of training data for each user.

2. At the second stage, the effect on the probability of correct recognition of Ukrainian
users of a computer system such parameters as the percentage of errors in typing
(Och) (user care when working on the keyboard), amplitude (AOch) of the per-
centage of errors among users was investigated. In addition, the influence of these
factors on the dependence of correct recognition on the parameters considered
earlier was determined.

3. At the third stage, the effect on the probability of correct recognition of Ukrainian-
speaking users of a computer system of such a parameter as the number of gross
errors in the values of attributes in the training samples was investigated. It was also
investigated which of the algorithms for the exclusion of training samples with
gross errors (considered [17] or proposed) is the best. After choosing the best
algorithm, the maximum permissible percentage of each characteristic deviation
from its average value was determined. In addition, the influence of this factor on
the dependence of correct recognition on the parameters considered earlier was
determined.

According to the results of the experiments, the following conclusions can be
drawn:

1. When selecting by words the probability of a correct answer is about 2% lower than
in the first one, hence it follows that it is better to learn more than the selection of
words, because without the selection, the words “suffer” only the first feature.

2. In cases where averaging is not performed, the probability of correct recognition
increased by about 3–4%, indicating that the amount of training data has a greater
impact on the outcome than a slight increase in the accuracy of the training data.
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3. With an increase in educational samples from 1000 to 1500, the probability of
correct recognition increased by 2%, and with a decrease from 1000 to 500 the
probability of correct recognition decreased by 2%.

4. The change in the number of attributes from 3 to 6 increased the probability of the
correct answer by about 12–22%, and the more users in the system, the better the
result.

5. The greatest influence is the number of errors (Och) when typing, and the smaller
the error rate amplitude (AOch) is among users, the greater the likelihood of correct
recognition. That is, the more careful the users are when typing the text, the greater
the likelihood of correct recognition, in addition, it is desirable that the level of
user’s attention is approximately the same.

6. After the elimination of gross sample errors with any of the algorithms (discussed
[17] or proposed), the quality of the signs and, accordingly, the probability of
correct recognition increases significantly.

7. After the exclusion of educational samples with gross errors in the proposed
algorithm, the quality of the signs is much better and the probability of correct
recognition is much greater than after the exclusion for the considered [17]
algorithm.

The results of some experiments are shown in the graphs (Figs. 2, 3 and 4).

Fig. 2. Influence of the number of attributes on the probability of correct recognition of users of
the computer system, provided that the exclusion of training samples with gross errors is
performed by the algorithm AP, selection by words – there is, training samples – 700
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Fig. 3. Influence of the number of errors during typing on the probability of correct recognition
of users of the computer system, provided that attributes – 6, training samples – 1500, selection
by words – no, averaging – no

Fig. 4. Impact of the exclusion of training samples with gross errors on the probability of correct
recognition of users of the computer system, provided that attributes - 6
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4 Conclusions

In this work, on the basis of the analysis, in order to create an authentication system, a
biometric dynamic method of recognition was chosen, namely the method based on the
analysis of human keystroke pattern. Then there were selected the characteristics of
pattern, which were analyzed further for the implementation of recognition; there were
determined the requirements for training samples and the stages of their selection. On
the basis of the created algorithm, a program was written to perform authentication of
CS users, with help of which a series of experiments were conducted. Based on the
results of the experiments, recommendations (requirements) for pre-processing data for
recognition and adjustment of the most critical parameters of the system were given.

Thus, it can be concluded that the considered authentication method is quite
effective as one of the stages of multi-factor authentication.
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Abstract. The work is devoted to determining the complexity of the models
used in the calculation of the reliability characteristics of fault-tolerant multi-
processor systems. In particular, we are talking about GL-models, which reflect
the behavior of systems in the flow of failures. The focus is on determining the
complexity of GL-models when converting them by introducing additional
edges into the model graph. The upper and lower bounds of the number of such
edges were obtained during the transformation of the model, which is associated
with the solution of the problem of increasing the system reliability.

Keywords: Reliability � Fault-tolerance �Multiprocessor systems � GL-models

1 Introduction

Currently, fault-tolerant reconfigurable multiprocessor systems (FTMS) are becoming
more widespread, the main advantage of which is high reliability. Such systems are able
to reconfigure when a certain set of modules fail and to continue to function fully [1]. In
particular, the article [2] considers m-out-of-n systems (of n components) that are stable
(that is, remain operable) to any failures, the multiplicity of which does not exceed a
fixed value m. We call such systems basic and denote as K(m, n). Systems the behavior
of which in the flow of failures is different from the basic ones are called non-basic.

Reliability becomes the most important requirement when talking about control
system of critical application such as nuclear power plant, aviation, health monitoring
system for critical patients etc. because the operational failure of such system could
have catastrophic consequences. The critical application control systems are usually
designed as multiprocessor systems with embedded testing, diagnostics, fault-tolerance
and reconfiguration.

When designing such systems, one of the main tasks faced by the developer is to
achieve the required level of reliability or, more precisely, the estimation of the
probability of its failure-free operation (PFO) [3–5]. Known methods for calculating
PFO FTMS mainly focus on basic systems [6–9]. The article [10] describes a universal
calculation method based on conducting statistical experiments with models that
adequately reflect the system’s response to failures of its components. GL-models can
be used as such models.
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2 GL-Model

According to [11], in accordance with the efficiency of the modeled FTMS as a whole,
the connection of a non-oriented graph R is put, the total number of edges of which is
denoted as r.

A = {a1, a2, …, ar} is the set of edges of the graph R. Each element of the set is
denoted (marked) in a certain way by the selected Boolean function: f1(x1, …,
xn), …, fr(x1,…, xn) where xi is indicator variable (i = 1…n), which reflects the state of
the i-th element of the FTMS, i.e. xi = 1, if the i-th element of the system is efficient,
and xi = 0 otherwise. It should be noted that not every edge function depends on all
variables. X = (x1, …, xn) is the system state vector, characterizing the state of all
elements of the system. The edge ai, denoted by the function fi(x1, …, xn), remains in
the graph G if fi(x1, …, xn) = 1, otherwise it is removed from it.

There are many ways to form the functions of the GL model depending on the
selected graph R, the degree of fault tolerance m, the requirements for the model itself
and the features of the system.

3 Formulation of the Problem

One of the most universal is the GL-model proposed in [13], the so-called MFE
(minimum of falling edges) GL-model, a feature of which is the loss of only two edges
when a vector with (m + 1) failure appears. An example of such a model is given in [10].

There are two ways to transform the MFR model for non-basic FTMS s: by
drawing additional edges and by modifying the edge functions. We are using the first
method below.

The complexity of the model directly affects the time of the experiment with it, and,
therefore, the total time and the calculation accuracy of the PFO. In this regard, the
calculation of model parameters in the first stages of the design of the FTMS, as well as
determining the transformation complexity of an already created model when trans-
forming the system itself is of practical interest.

In [13], a basic algorithm for constructing the MFE of the GL-model of the basic
FTMS K(m, n) for arbitrary values of m and n is described, based on minimizing the so-
called canonical GL-model. The number of edges of the MFE model constructed
according to [11] is easy to determine by the formula:

r ¼ n� mþ 1:

The question of estimating the number of additional edges in the non-basic model is
more interesting.

4 Complexity Estimation of theGL-Model of Non-basic FTMS

We should remind that the basic FTMS K(m, n) continues to function if the number of
failed modules does not exceed the value of m. We define W = {w1, w2, w3, …, w|W|}
as the set of specified system state vectors with m + 1 faulty processor, with the
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appearance of which the system retains its functionality. It is clear that the appearance
of a vector from W leads to the disappearance of a pair of main edges. Let’s denote the
set of such pairs as L, and its power by l.

In accordance with the algorithm described in [12], the edges of the graph of the
original GL-model are split into two or more non-empty, non-intersecting S-subsets: in
one S-subset there are only such edges, a sample of two of which does not match any of
the elements from L-set. One of the important criteria for splitting a graph into S-
subsets is the minimality of their number. Further, additional edges are drawn in
accordance with the division of the graph into S-subsets. In fact, dividing the edges set
of a graph into S-subsets determines the number and drawing of additional edges,
which serve to preserve the connectivity of the graph when certain pairs of edges
disappear. Since the drawing of additional edges is actually determined by dividing the
graph into S-subsets, we will assume that S-subsets block pairs of edges from the L-set.

Further, to reduce the calculations, preserving the connectivity of a graph with the
exclusion of edge pairs (from the set) will be called a block of the L-set, or simply a
block. We will also say that S-subsets block pairs of edges. Let the number of S-subsets
be l, and their powers are s1; s2; . . .; sl, respectively.

At the design stage of the model and making changes to it, the developer should
know the limits of the number of introduced additional edges (to ensure the adequacy
of the model). On the other hand, the limits in which there may be a number of vectors
blocked by a specified number of additional edges are of great interest. The task can be
formulated as following:

– To calculate the bounds of l, based on the given r (the number of the model main
edges) and l (the power of the L-set);

– To determine the bounds for l for given l and r.

It is clear that the value l 2 ½1::C2
r �, and l is in the range from 1, if the L-set is

empty, to r, when each edge defines one S-subset (in this case, l ¼ C2
r ).

Let lmaxðlÞ be such a number of S-subsets that can block any set of elements of L-
set with a power of l, meeting the condition that the number of S-subsets is minimal.
lminðlÞ is the minimum number of S-subsets that ensures the possibility of blocking at
least one set of l pairs of edges, and adding at least one element to the L-set definitely
would require dividing into bigger number of S-subsets than lminðlÞ.

Let lminðlÞ be such a minimal value of the power of the L-set, for blocking of which
the division of the graph edges into l S-subsets is required, it is such a combination of
l pairs that removing at least one element from the L-set would require less than l S-
subsets (taking into account the requirement of minimality to their number).

Let lmaxðlÞ be the maximum number of pairs of edges for blocking of which it is
enough to divide the graph into l S-subsets.

It is possible to prove the mutual invertibility of pairs of functions lminðlÞ − lmaxðlÞ
and lminðlÞ − lmaxðlÞ, which allows to find one of each pair for determining the sought
boundary functions.

Firstly, let’s search lminðlÞ. To do this, we use the concept of the graph V, [12].
Figure 1 shows an example of a V-graph, its coloring, and the formation of a graph S
for a model with six edges (r = 6).
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Let l be the chromatic number of the graph V being formed, based on the GL-
model of some FTMS and the L-set. Since l is the number of edges of the V-graph, it is
sufficient to calculate the minimum number of edges forming the V-graph requiring l
colors for the correct coloring of their vertices to determine lminðlÞ. It is known that the
chromatic number is not less than the number of vertices in the clique of the graph.
Consequently, it suffices to choose such a number of edges, which would determine a
complete subgraph consisting of l vertices when it is optimally conducted. Thus, the
task is reduced to determining the number of edges of a complete graph, which is
known that the sought bound is:

lminðlÞ ¼ l l� 1ð Þ=2: ð1Þ

Based on the fact that lminðlÞ and lmaxðlÞ are mutually inverse functions, it is easy
to determine the upper bound of the number of S-subsets from (1):

lmax lð Þ ¼ 1þ ffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8l

p

2
: ð2Þ

Now let’s search for lmaxðlÞ. As before, l is the number of S-subsets, the power of
each of them is s1; s2; . . .; sl, and r is the number of edges in the original graph. To
search for the border turn to the V-graph again.

We set the problem: what should be the structure of a V-graph with the maximum
number of edges, so that it would remain l-colored. We divide the vertices of the
sought V-graph (let’s remember that the vertices of the V-graph correspond to the
edges of the GL-model) into l groups and draw all possible edges between the vertices
from different groups. It is clear that such a graph is l-colorable, since the vertices
belonging to one group define an internally stable set. However, depending on the
division method, the number of edges that can be drawn while maintaining the l-
colorability property will be different.

To solve the problem, it suffices to choose the power of the groups such that the
number of edges of the V-graph would be maximum. Since all vertices belonging to the

Fig. 1. The formation of the graph S based on the coloring of the V-graph
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same group will have the same color, the edges corresponding to them in the GL-model
will belong to the same S-subset. Based on the above, the L-set should be formed as a

set of pairs atsi ; a
z
sj

n o
where t ¼ 1. . .si; z ¼ 1. . .sj; i ¼ 1. . .l� 1; j ¼ ðiþ 1Þ. . .l, and

atsi is an edge of Si-subsets. Let us find such s1; s2; . . .; sl, that the power of L will be
maximal. It is obvious that: 1� si � r � lþ 1 where i ¼ 1. . .l. We also remind thatPp

i¼1 si ¼ r.
Let we have S1; S2; . . .; Sl - subsets, and the corresponding powers of which:

s1; s2; . . .; sl. Based on the above, we write down:

lmaxðs1; s2; . . .; slÞ ¼
Xl

i;j¼1;j[ i
sisj
� �

: ð3Þ

The solution of the problem is reduced to the search for a conditional extremum.
We use the method of Lagrange multipliers.

Let’s introduce some additional variables that were adopted in solving such
problems, in addition, we will assume that all functions and variables introduced below
will get real values, which does not limit generality.

Let xi ¼ siði ¼ 1. . .lÞ, in the context of this solution, xi will represent not the
boolean indicator state variable of the system module, but the real one.

U ¼ lmaxðs1; s2; . . .; slÞ ¼ f ðx1; x2; . . .; xlÞ ¼
Xl

j[ i
i; j ¼ 1

xixj:

We need to find the maximum of the function of n variables.

U ¼ f ðx1; x2; . . .; xlÞ ¼
Xl

j[ i
i; j ¼ 1

xixj: ð4Þ

With one connection condition:

Fðx1; x2; . . .; xlÞ
Xp

i¼1
xi � r ¼ 0: ð5Þ

Since the function is symmetric and linear, we can express any variable through
others. From (5) we express x1, then we get the following function x1ðx2; . . .; xlÞ ¼
r �Pl

i¼2 xi.
Let’s substitute the left part of (4) into (5), as a result of which we get:

U ¼ f ðx1ðx2; . . .; xlÞ; x2; . . .; xlÞ ¼ Uððx2; . . .; xlÞÞ: ð6Þ

Having the function (6) and the condition of connection, we write the Lagrange
function: W ¼ U� kF where k is an indefinite factor. Thus, the search for extremum is
reduced to solving the following system:
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@W
@x1

¼ 0
@W
@x2

¼ 0
. . .
@W
@xn

¼ 0
F ¼ 0

8>>>><
>>>>:

,

P
i 6¼1 xi � k ¼ 0P
i 6¼2 xi � k ¼ 0

. . .P
i 6¼n xi � k ¼ 0Pn
i¼1 xi ¼ r

8>>>><
>>>>:

ð7Þ

If we subtract the first equation of system (7) from the rest, we get the following:

X
i6¼1

xi � k ¼ 0;
n

x2 ¼ x1; . . .; xn ¼ x1;
Xl

i¼1
xi ¼ r:

As a result, we obtained: x1 ¼ x2 ¼ . . . ¼ xl, then the final solution of the system:

xi ¼ r
l ði ¼ 1. . .lÞ, and k ¼ r l�1ð Þ

l .

We have found a point of possible, unconditional extremum, and now we need to
check whether this point is an extremum. For this, it is necessary to check the condition
of a fixed sign d2W at this point.

d2W ¼ ðdx1@=@x1 þ dx2@=@x2 þ . . .þ dxp@=@xpÞ2W, taking into account that
dx1 ¼ �Pl

i¼2 dxi :

d2W ¼ dx2 @
@x2

þ . . .þ dxp @
@xp

� �
� dx2 þ dx3 þ . . .þ dxp
� �

@
@x1

h i2
W ¼

Xl

i¼2
dxi

@

@xi

Xl

j¼2
dxj

@

@xj
�
Xl

j¼2
dxj

@

@x1

� �
�

Xl

i¼2
dxi

@

@x1

Xl

j¼2
dxj

@

@xj
�
Xl

j¼2
dxj

@

@x1

� �

0
BBB@

1
CCCAW ¼

Pl
i¼2

Pl
j¼2

@2W
@xi@xj

dxidxj �
Pl

i¼2

Pl
j¼2

@2W
@xi@x1

dxidxj �
Pl

i¼2

Pl
j¼2

@2W
@x1@xj

dxidxj

þ Pl
i¼2

Pl
j¼2

@2W
@x1@x1

� dxidxj ¼
Pl

i¼2

Pl
j¼3 1� 2

Pl
i¼2

Pl
j¼2 1þ

Pl
i¼2

Pl
j¼2 0

¼ l� 1ð Þ l� 2ð Þ � 2 l� 1ð Þ l� 1ð Þ ¼ �l l� 1ð Þ:

Thus, d2W\0 if l[ 1. Since l (the number of S-subsets) cannot be less than 2 for
a non-empty L-set, so the found point is a maximum.

Substitute in the formula (2.6) the value for si ¼ r
l ði ¼ 1; 2; . . .; lÞ and get:

lmaxðr; lÞ ¼ r2

2
l� 1ð Þ
l

: ð8Þ

Function (8) is real, but lmaxðr; lÞ must take natural values, like s1; s2; ::; sl, then
si ¼ ½r=l� or si ¼ ½r=l� þ 1. Let s1 ¼ s1 ¼ ½r=l�, and the other s2; . . .; sl are equal to
either ½r=l� þ 1, or ½r=l�, which is defined by the value fr=lg, which we denote by m.
Based on the fact that

Pl
i¼1 si ¼ r and that the mutual position of S-subsets to each other
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does not matter, we can determine s1; s2; . . .; sl�m ¼ ½r=l�, and sl�vþ 1. . .sl ¼ ½r=l� þ 1.
Now we substitute the new values of the arguments in the formula (3):

l0maxðr; lÞ ¼ C2
l�m½r=l�2 þC2

m r=l½ � þ 1ð Þ2 þC1
mC

1
l�m r=l½ � r=l½ � þ 1ð Þ;

l0maxðr; lÞ ¼ l l�1ð Þ
2 ½r=l�2 þ m�1þ 2 r=l½ � l�1ð Þ

2 m:
ð9Þ

Formula (9) gives exact values. Based on a large enough number of experiments, it
was found that the average value of the absolute accuracy, that is the difference
between (8) and (9) depends on the value of r and is equal to:

l0maxðr; lÞ � lmaxðr; lÞ
		 		 ffi 0:0386 r:

Further, in the calculations we will use the function lmaxðr; lÞ, because it does not
contain integer division and, therefore, is easier to handle.

We should remind that lmax(l) и lmin(l) are mutually inverse functions, therefore,
by representing l as the argument of the function l, we easily determine the lower
bound of the number of S-subsets:

lmin l; rð Þ ¼ r2

r2 � 2l
: ð10Þ

Thus, the results obtained above can be represented as the following inequalities:

r2

r2 � 2l
� l r; lð Þ� 1þ ffiffiffiffiffiffiffiffiffiffiffiffi

1þ 8l
p

2
:

l l� 1ð Þ
2

� l l; rð Þ� l l� 1ð Þ
2

r
l

� �2
þ

m� 1þ 2 r
l

h i
l� 1ð Þ

2
m:

As an example (Fig. 2), we find the exact values of the boundaries for the quantity
l and approximations by formulas (2.5), (10) for the GL model with 8 edges.

Fig. 2. Accurate values and approximations of lmin l; rð Þ and lmax lð Þ
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We should note that the formula obtained above for the lower bound of the number
of S-subsets coincides with the results given in [90] for the lower bound of the
chromatic number of an arbitrary graph, which confirms the correctness of the pre-
sented reasonings.

The results allow us to estimate the complexity of the GL model of a non-basic
FTMS constructed on the base of K (m, n) model already in the early stages of system
design. This allows the developer to determine the resources in advance (computational
and time) which are necessary to calculate the reliability of the FTMS with the required
accuracy.

5 Conclusions

The article considers the problem of determining the complexity of the GL-model,
reflecting the behaviour of a fault-tolerant multiprocessor system in the flow of failures
of its processors. The task is of practical importance, because this indicator determines
the time for performing one statistical experiment with a model and, therefore, the
accuracy of calculating the reliability parameters of the system.

By now, the authors have completed a large amount of work in this area. In
particular, effective algorithms have been developed for generating the edge functions
of the GL model and their further minimization. Programmes developed in accordance
with these algorithms make it easy to solve the problem of creating a GL model for any
real values of the number of processors and the number of allowed failures. The use of
these programmes to calculate the reliability parameters of a fault-tolerant multipro-
cessor (for example, 25–30 processors) complex object control system is performed in
real time on one standard computer.

In order to modify the GL-model when transforming the system to increase the
degree of fault tolerance on a certain set of state vectors of a system of higher multi-
plicity, we chose the method of additional edges with its functions, which actually
block the loss connectivity of the graph of the model in these cases. Boundary esti-
mates are obtained for the number of such additional edges depending on the power of
the set of vectors defining the deviation of the system from the base one.
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Abstract. The adaptive game method of event synchronization in multiagent
systems in the conditions of uncertainty is developed. The essence of a method
consists in alignment of delays of event approach based on action supervision of
the next players. The formulation of stochastic game is executed and the game
algorithm for its solving is developed. The parameter influences on convergence
of a game method are investigated by means of a computer experiment that
allows to study the dependence of the training time on the stochastic game of
agents from the basic parameters of the algorithm and permits to assert that
partial compensation of uncertainty is ensured by the agent ability to self-
learning and adaptive decision-making strategies. The obtained work results are
used in the construction of multi-agent systems of various purposes, ensuring
the work coordination of the components, message transmission between agents,
construction of communication protocols, promoting self-organization of multi-
agent systems.

Keywords: Multiagent systems � Event synchronization � Stochastic game �
Self-learning recurrent method � Uncertainty conditions

1 Introduction

The tasks and challenges faced by people in the modern information society are
characterized by considerable complexity, elements of uncertainty, and large needs in
material and intellectual resources. To solve them, it is necessary to cooperate with the
efforts of many people and involve powerful means of computing. Such cooperation
can lead to uncontrolled or chaotic operating modes of systems critically related to the
human factor. In this regard, it is important to develop and use intelligent software
agents that can work in a computer network with the minimum necessary interaction
with an operator, make their own decisions and act on behalf of their owner or
developer.

A software agent is an autonomous software system with elements of artificial
intelligence that can interact with other agents and people using the resources of the
information network during the task solution.
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Agents have the following characteristics:

(1) Autonomy: the agents are completely or partially independent;
(2) Intelligence: the ability to make decisions on their actions in a networked infor-

mation environment based on analysis of current information;
(3) Specialization: as a rule, agents carry out highly specialized functions;
(4) Decentralization: each agent has no information about the entire system and, in

this regard, there are no agents that run the system as a whole;
(5) Location: the decision making by each agent is carried out on the basis of

available local information and collaboration between agents within the multi-
agent system.

Multi Agent System (MAS) is a system formed by several intelligent agents that
interact with each other while solving a task [1–3].

MAS operation, as a rule, is implemented under a priori uncertainty conditioned by
internal or external factors [4–6]. Uncertainty of the system can be:

(1) Structural when there is an unknown exact structure of the system and the con-
nection between its elements;

(2) Algorithmic when there is an unknown algorithm for the system functioning;
(3) Informational when there is an obscurity, a lack of complete information neces-

sary for decision-making;
(4) Linguistic when there is an ambiguity of the statement while exchanging mes-

sages between agents;
(5) Target when there is an unknown global purpose of the system’s operation;
(6) Social which is due to the collective interaction of agents, when the actions of one

of the agents affect the solution choice by other agents;
(7) Stochastic when there is an influence on the system of uncontrolled external

factors.

Partial compensation of uncertainty is ensured by the ability of agents to self-
learning and adaptive decision-making strategies.

MAS is used for distributed task solving of logistics, e-commerce, military affairs,
geoinformation systems, emergency response, social event modeling, human resource
management, distance learning, scheduling, security and investment management,
network management, power system management, for building strategic computer
games, business games, professional simulators, network technologies and distributed
computing, information search on the Internet, mobile communication organizations
and others.

The success of the distributed task solving depends on the level of agent coordi-
nation. Coordination is a process of coordinated and arranged operation of all sections
of the MAS. Coordination can be centralized or decentralized. The methods of
decentralized agent coordination will be more effective with the growth of the structural
and functional complexity of the distributed system under conditions of uncertainty.

Coordination is needed to adjust the individual goals and behavior of agents, in
which each agent improves or does not worsen the value of its usefulness function, and
the system improves the quality of solving a common task. Methods for solving the
coordination problem are based on the results of the classical theory of management,
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the study of operations, the theory of games, planning and the results of other areas of
mathematics and cybernetics.

A partial manifestation of coordination is a synchronization of agents. Synchro-
nization is an acquisition of a single work rhythm by the objects of a distributed
system. The synchronization may be caused by a weak interaction between the objects
or the action of external force. The effect of synchronization was discovered by
Christian Huygens in the XVII century as a result of observing the agreed course of two
pendulum clocks caused by the weak influence of own oscillations of their joint
support.

In multi-agent systems, synchronization is necessary to ensure the coordinated
work of their constituents, the message transmission between agents, and the support of
self-organization conditions, when the distributed system behaves as a holistic, artifi-
cially formed organism. Self-organization is a purposeful process of creation, repro-
duction, organization or improvement of the organization (structure and functions) of a
complex dynamic system through the internal factors without the corresponding
external influence [7, 8].

In the theory of synchronization two main parts are distinguished:

(1) The classical theory of synchronization, which studies phenomena in connected
periodic self-oscillation systems;

(2) The theory of chaotic synchronization, which studies the cooperative behavior of
chaotic systems.

Among chaotic synchronization systems there are three main types:

(1) Full (or identical) synchronization, where the states of linked objects are com-
pletely identical;

(2) Generalized synchronization, where object outputs are linked through a function;
(3) Phase synchronization, when the establishment of some relations between the

phases of interacting objects, the result of which is a coincidence of their char-
acteristic frequencies or characteristic time scales.

There are the following types of object synchronization:

(1) Forced synchronization of objects using an external source of signals, for
example, clock rate generator;

(2) Free spatially-distributed synchronization of objects among themselves.

Event synchronization in MAS is necessary for the formation of a co-ordinated
communication between agents in the course of solving their common task for the
search of global coherent solutions. Under uncertainty, global event synchronization is
achieved using adaptive protocols of local interaction between elements of MAS.

Taking into account the factors of competition, interaction, cooperation, training for
the investigation of processes of coordination and synchronization of MAS in condi-
tions of uncertainty, it is advisable to use the model of stochastic game [9].

Game synchronization of events in the MAS is an actual scientific and practical
problem that has not been sufficiently studied at the present time. Unlike the syn-
chronization networks of oscillators described by systems of differential equations, the
stochastic games of MAS investigate the complex behavior of networks of intellectual
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agents with various decision-making models in conditions of uncertainty based on
artificial intelligence methods. In the stochastic game, self-training agents go to select
the optimal strategies (or actions), reconstructing their own vectors of dynamic mixed
strategies (or conditional probabilities of action options). Under certain conditions,
which are determined by the parameters of the environment, the parameters of the game
method and the criteria for choosing solutions, the self-learning of the stochastic game
leads to the synchronization of the strategies of the agents.

The aim of this work is to construct a stochastic game method of identical pro-
partially distributed synchronization of multi-agent systems. In order to achieve the
goal, the formulation of the stochastic game task is executed, the method is proposed
and an algorithm is developed for its solution, as well as the results of computer
simulation of the stochastic game are analyzed.

2 Statement of the Game Task of Event Synchronization

We will consider a set of agents D that can observe the states of each other. Let each
agent i 2 D signals the implementation of some event at random moments of time
ti1; t

i
2; . . .. This event is available for observation by neighboring agents from a subset

Di 2 D 8i 2 D (D ¼ [
i2D

Di) at a time interval ½tin�1; t
i
nÞ, where n ¼ 1; 2. . . indicates the

serial number of the time point. In the extreme case Di ¼ D 8i 2 D each agent observes
the events of all other agents. By adjusting the amount of time interval Dtin ¼ tin � tin�1
between their own events, agents tend to synchronize events within local subsetsDi. The
synchronization essence is to align the time of event occurrence of each agent with the
time of the events of its neighbors. For this purpose, agents randomly and independently
select one of the pure strategies Ui ¼ ðuið1Þ; uið2Þ; . . .; uiðNÞÞ, which is the current
amount of time interval from the moment of the event’s implementation tin�1:

uiðkÞ ¼ kDtmax=N; k ¼ 1::N;

where Dtmax is maximum time interval between events.
The method of forming time moments tin defines the kind of stochastic game with

synchronous or asynchronous choice of pure strategies. In the synchronous game, all
agents simultaneously and independently choose a pure strategy for each iteration
n ¼ 1; 2. . .. In the asynchronous game, a pure strategy is chosen by only agents for
whom tin ¼ min

j2D
ðt jnÞ.

At the time tin, the agent with the number i calculates the average deviation of the
time fronts of the events in the subset of neighboring agents Di from the implemen-
tation time of their own event:

din ¼ jDij�1
X
j2Di

jtin � t jnj þ lin 8i 2 D; ð1Þ

where lin is white noise simulating the inaccuracy of measuring the time of event
occurrence.
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The calculated deviation is used to form the current game loss nin 2 R1:

nin ¼ din: ð2Þ

The binary loss nin 2 f0; 1g is determined by the sign of the differential of the
current deviation din:

nin ¼ 0; if din � din�1 � 0
1; if din � din�1 [ 0

:

�
ð3Þ

The current losses nin ¼ ninðuDi
n Þ are functions of common strategies uDi 2 UDi ¼

�
j2Di

U j of agents from local subsets Di�D, Di 6¼ £ 8i 2 D.

Effectiveness of event synchronization is determined by the functions of average
losses:

Ni
n ¼

1
n

Xn
s¼1

nis 8i 2 D: ð4Þ

The aim of the game is to minimize the functions of average losses:

lim
n!1Ni

n ! min 8i 2 D: ð5Þ

Consequently, based on calculations of random current losses fning players have to
choose pure strategies fuing in such way as to ensure that the goal set (5) is achieved in
the course of time n ¼ 1; 2; . . .. Depending on the method of sequence formation
fuinj8i 2 D; n ¼ 1; 2; . . .g the multi-criteria problem (5) has solutions that satisfy one
of the conditions of collective optimality by Nash, Pareto, etc. [10].

To solve the game, it’s necessary to build a method for generating pure strategy
sequences fuing8i 2 D, so that the synchronization of agent events within local subsets
Di 2 D 8i 2 D leads to the global synchronization of the events of all agents in the setD.

3 Game Method for Solving the Event Synchronization Task

Generating time intervals between events fuinj8i 2 D; n ¼ 1; 2; . . .g will be done on
the basis of discrete dynamic distributions pin ¼ ðpinðui1Þ; pinðui2Þ; . . .; pinðuiNÞÞ 8i 2 D,
which in terms of game theory are called mixed strategies. Vectors pin 2 S

N

e take values
on unit e- simplexes:

SNe ¼ pi 2 RN piðjÞ� e ðj ¼ 1::NÞ;
XN
j¼1

piðjÞ ¼ 1

�����
( )

; e 2 ð0;min
i

N�1Þ:
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Let random losses fning are independent 8un 2 U, 8i 2 D, n ¼ 1; 2; . . ., have a
constant mathematical expectation MfninðuDiÞg ¼ vðuDiÞ ¼ const and a limited second
moment sup

n
Mf½ninðuDiÞ�2g ¼ r2ðuDiÞ\1. Stochastic characteristics of random losses

are not known to apriori agents.
We will define the function of average losses for the matrix game:

ViðpDiÞ ¼
X

uDi2UDi

viðuDiÞ
Y

j2Di;u j2uDi
p jðu jÞ;

where pDi 2 SDi
e , SDi

e ¼ Q
j2Di

SNe , u
Di 2 UDi .

Taking into account the value of the gradient rpiV i ¼ M nin
eT ðuinÞpin eðu

i
nÞ pin ¼ pi
��n o

,

on the basis of the method of stochastic approximation [11, 12] we obtain such self-
learning recursive method of changing the vectors of mixed strategies:

pinþ 1 ¼ pNenþ 1
pin � cn

nineðuinÞ
eTðuinÞpin

� �
; ð6Þ

where pNi
enþ 1

is a projection operator for a single e- simplex; en [ 0 is an expansion

parameter of e- simplex; cn [ 0 is a parameter of the learning step; eðuinÞ is a unit
vector indicator of the choice of a pure strategy uin ¼ ui; eTðuinÞ is a vector column.

Parameters ct and et in (6) determine the rate of agent training. To ensure the
convergence of the stochastic game learning process, these parameters are given as
positive, monotonically decreasing values:

ct ¼ c0=t
a; et ¼ e0=t

b; ð7Þ

where c0; a[ 0; e0; b[ 0.
The conditions for the convergence of the stochastic game gradient method (6) to the

equilibrium point by Nash with probability 1 and in the mean square are defined in [13].
Vectors of mixed strategies are used for random selection of solutions:

uin ¼ ui½k� k ¼ arg min
k

Xk
j¼1

pinðuin½j�Þ[x

 !
; k ¼ 1::N

�����
( )

8i 2 D; ð8Þ

where x 2 ½0; 1� is a real random number with a uniform distribution.
Effectiveness of event synchronization is estimated by:

(1) A function of average losses:

Nn ¼ jDj�1
X
i2D

Ni
n; ð9Þ

where Ni
n is calculated according to (4);
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(2) A synchronization level, that is the average number of agents with synchronized
events:

Kn ¼ 1
n

Xn
s¼1

X
i2D

v tis ¼ tmax
s

� �
; ð10Þ

where vð Þ 2 f0; 1g is an indicator event function, tmax
s ¼ max

i2D
ðtisÞ is a maximum

value of the time fronts of the agents.

The Steps of the Method for Solving the Task of Event Synchronization

Step 1. Set the initial parameter values, namely n ¼ 0 is an initial time; L ¼ jDj is a
number of players; Di 8i 2 D is a set of neighboring players that determine the
interaction structure of agents; N is a number of pure strategies of players;
Dtmax is a maximum value of the time interval between events;
Ui ¼ ðuið1Þ; uið2Þ; . . .; uiðNÞÞ, uiðkÞ ¼ kDtmax=N, k ¼ 1::N, i ¼ 1::L are vec-
tors of pure player strategies; pi0ðjÞ ¼ 1=N; j ¼ 1::N, i ¼ 1::L are vectors of
mixed player strategies; c[ 0 is a parameter of the learning step; a 2 ð0; 1� is
an order of the learning step; e is a parameter of e- simplex; b[ 0 is an order
of an e- simplex expansion rate; d[ 0 is a noise dispersion;
ln 	Normalð0; dÞ is a random variable with normal distribution; nmax is a
maximum number of the method steps.

Step 2. Perform a random selection of time intervals uin 2 Ui, i ¼ 1::L between events
according to (8).

Step 3. Calculate the following moments of time tin ¼ tin�1 þ uin, i ¼ 1::L for begin-
ning of agent events.

Step 4. Get the value of current losses nin, i ¼ 1::L according to (1)–(3).
Step 5. Calculate parameter values cn, en according to (7).
Step 6. Calculate the elements of mixed strategy vectors pin, i ¼ 1::L according to (6).
Step 7. Calculate the quality characteristics of decision making Nn (9) and Kn (10).
Step 8. Set the next time moment n :¼ nþ 1.
Step 9. If there is n\nmax, then go to step 2, otherwise it is an end.

4 Results of Computer Simulation

For research, a multiagent model of event synchronization in biological systems was
built, for example, the spontaneous emergence of rhythmic light by a group of fireflies
from the family Lampyridae. In this model, agents synchronize the change of their
states (lighting and damping of fireflies).

Let L agents be placed in a straight line. The distance between the agents may be
arbitrary within the limits of the availability of observing signals from neighboring
agents. Each agent i 2 D records the time moment t jn 8j 2 Di of receiving signals from
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neighboring agents and calculates their current deviation din from the generation
moment of their own signal tin. For an example, choose a discrete way of forming the
current deviation of the time moments:

din ¼
ti�1
n þ tiþ 1

n � 2tin
�� ��; if i[ 1 and i\L;
tiþ 1
n � tin
�� ��; if i ¼ 1;
ti�1
n � tin
�� ��; if i ¼ L:

8<
:

The current deviations of the time moments are subjected to white noise lin, which
simulates the measurement error, and is used as current players’ losses:

nin ¼ din þ lin:

The value of white noise is calculated as a Gaussian random value with zero
mathematical expectation and dispersion d[ 0:

lin ¼
ffiffiffi
d

p X12
j¼1

xj;n � 6

 !
;

where x 2 ½0; 1� is a real random number with a uniform distribution.
The initial time moments of the event occurrence take random values ti0 � 50,

i ¼ 1::L. The game starts with untrained mixed strategies: pi0½j� ¼ 1=N; j ¼ 1::N,
i ¼ 1::L. The maximum time interval between events in all experiments is equal to
Dtmax ¼ N. The simulation of a stochastic game is carried out during nmax ¼ 104

iterations or until a predetermined level Kn ¼ K of agent synchronization is reached.
In Fig. 1 there is a logarithmic scale showing the function graphs of average losses

and the average number of synchronized players. Here and further results are obtained
for such parameters of the game method, namely L ¼ 100, N ¼ 2, c0 ¼ 1,
e0 ¼ 0:999=N, a ¼ 0:5, b ¼ 1, d ¼ 0:01 (except for cases when the effect of these
parameters on the convergence of the stochastic game is studied).

N=2
N=4

Fig. 1. Stochastic game synchronization characteristics
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Reducing the average losses Nn and increasing the number of synchronized agents
Kn confirm the convergence of the game method through the implementation of the
criteria system (5). As the number of strategies increases N, the number of synchro-
nized agents reduces and the value of the current loss function increases.

In Fig. 2 the time fronts of an event in the MAS for a trained stochastic game of
agents L ¼ 50 are shown. Agents start the game with different delays ti0, i ¼ 1::L.
Nevertheless, they enter the event synchronization mode with a small amount (*100)
of steps.

As can be seen in Fig. 2, the result of studying a stochastic game is to equalize the
time fronts of the onset of agent events at N = 2. The increase in the number of pure
strategies (for example, at N = 4) leads to the emergence of frontal noise caused by the
random choice of time intervals between events.

5 Conclusion

Considered game method with proper configuration of its parameters provides syn-
chronization of events in MAS. Theoretically, the values of such parameters should
satisfy the basic conditions of stochastic approximation. In practice, the values of
parameters that ensure the convergence of the game method to one of the points of
collective optimality, can be specified as a result of computer simulation. The con-
ducted researches allow to assert that the game method (6)–(8) provides event syn-
chronization for variants of synchronous and asynchronous choices of pure strategies,
variants of non-binary and binary losses.

The results obtained in this paper allow us to determine the optimal values of the
parameters of the game method for solving the task of synchronizing MAS events in
the shortest time.

The results of this research should be used to coordinate the work of component
parts of multi-agent systems of various purposes, transmission of messages between

N=2 N=4

Fig. 2. Time chart for event synchronization
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agents, construction of communication protocols, support of conditions for the self-
organization of multi-agent systems.

In the proposed MAS synchronization model, the intellectual level of the agents is
limited to the possibilities of the theory of stochastic automata with variable structure.
Increasing the agent intelligence is possible by attracting artificial intelligence methods,
for example, artificial neural networks, Bayesian decision-making networks, fuzzy
logic, reinforcement learning, etc.
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Abstract. Cryptocurrencies increasingly cover the world market and grow
rapidly. Cryptotrading, namely cryptocurrency arbitrage is one of the most
reliable methods of obtaining benefits from this market. This article describes
the approaches to processing data on the movements of the cryptocurrency
exchange rate in the market, their features and disadvantages. The two main
methods of cryptocurrency analysis (fundamental and technical) are described in
more details. Based on the stated theses and mathematical statistics, a method of
technical analysis of cryptocurrency price differences on the same exchange has
been developed to achieve the maximum number of transactions with minimal
losses. The method is suitable for both monotonous currency price leaps and
trend movements of the currency price, because it adapts automatically and
consistently with given parameters to each move in any direction. Based on the
created method, some software algorithms have been developed that allow
visualization of all related processes. The thorough work was carried out on the
optimization of the developed algorithms by the selection of the most relevant
parameters. In the article, graphs of the results and pseudo-code of the algo-
rithms and its optimization are presented. The algorithms of modified cryp-
tocurrency arbitrage ensure the maximum profit for a trader.

Keywords: Cryptocurrency � Cryptobot �
Methods of cryptocurrency analysis � Cryptocurrency volatility �
Cryptocurrency arbitrage � Mathematical statistics

1 Introduction

As the cryptocurrencies market grows, many people decided to invest their money in
Bitcoin [1]. The investors have received a threefold profit (it has gained wide publicity
at a rate of about 7,000 per a dollar and in only six months it rose up to 22,000 dollars).
A lot of other cryptocurrencies have appeared such as Ethereum, XRP, Litecoin and
many others [2, 3]. As the cryptocurrency market expanded rapidly, it became more
difficult to work with it. There are two methods of the market analysis: fundamental
and technical. Fundamental analysis for cryptocurrencies makes estimates of the rate of
its cryptocurrency price to the market indicators at the current moment [4]. The market
indicators include:

© Springer Nature Switzerland AG 2020
Z. Hu et al. (Eds.): ICCSEEA 2019, AISC 938, pp. 388–397, 2020.
https://doi.org/10.1007/978-3-030-16621-2_36

http://orcid.org/0000-0003-4319-5955
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_36&amp;domain=pdf
https://doi.org/10.1007/978-3-030-16621-2_36


www.manaraa.com

– Price volatility
– Trading volumes
– Ongoing transactions
– Project team, its development plan
– Urgency of the problem it solves [3].

Technical analysis of the cryptocurrencies evaluates the cryptocurrency price leaps
in the market. It allows to determine general trends or forecast future currency price
movements [5].

In this article, the proposed method applied only to the technical analysis. It uses
the main principles of cryptocurrency arbitrage. The last one is a type of cryptotrading.
Cryptocurrency arbitrage based on getting the profit from cryptocurrency price dif-
ferences on different exchanges.

The technical analysis makes the assessment of the provided data spreads as
accurately and quickly as possible and predicts the profit with a certain set of rules. In
this regard, the better the algorithm of crypto-oriented software is grounded, the less
risks of the profit losses are. Therefore, the actual task is to improve methods of the
cryptocurrency price movements analysis [5, 6].

The novelty of the developed method is the optimization of the “buy-sell” model in
order to increase the profits from cryptocurrency price leaps analysis. The optimization
comes from dynamic criteria adjustment when deciding on cryptocurrency arbitrage.

2 Guidelines for Working with Cryptocurrency Arbitrage

Cryptocurrency arbitrage is based on getting the profit from cryptocurrency exchange
rate differences on different exchanges [7]. In addition, there are more complex
financial instruments that use the differences on the same exchange. The main features
of cryptocurrency arbitrage are:

– High volatility
– Possible big leaps of cryptocurrency prices on different exchanges
– Temporary delays in transactions (they can change the outcome of the situation in

the opposite direction
– Unpredictability of currency price rises or fall.

The cryptocurrency arbitrage is based on Dow’s theory. Its postulates were
announced in a series of articles published by an American financial journalist, Charles
Dow. Considering Dow’s theory and technical analysis methods, the three basic
principles of cryptocurrency arbitrage operation were obtained:

1. Accidents are excluded. There is always the cause of an incident, otherwise it would
not have happened at all.

2. Patterns exist. Each trend showing active growth or fall in a currency price can be
affected only by a force comparable to it, thereby changing the direction of
movement. Weaker factors can only lead to temporary fluctuations which will not
change the general trend indicators.
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3. Events are repeated. Most likely, what has already happened in the history of the
market can happen again and it is likely that the consequences will be identical to
the previous ones.

Optimization of the method of technical analysis of cryptocurrency price differ-
ences movements was developed to reflect the guidelines outlined above. The method
is suitable for both monotonous currency price leaps and trend movements.

3 Optimization of the Method of Technical Analysis

3.1 The Optimization of “Buy - Sell” Model

In the virtual world, a bot is a program that is configured to perform repetitive actions.
The bots for cryptocurrency trading are set to mechanical trading on the exchanges
according to specified parameters. The simplest bots buy cryptocurrencies when the
course falls and sell when it grows. That is the “buy-sell” model [8]. There are two
types of crypto-oriented bots - trading and arbitration.

The cryptocurrency trading bots automatically execute trades within a single
cryptocurrency exchange, earning income as a result of buying currencies at a low price
and selling at a higher one (“Cryptohopper”, BTC Robot, etc.).

The cryptocurrency arbitrage bots only trade within several exchanges. Income is
earned as a result of buying currency on the exchange where the rate is lower and
selling on another exchange where the rate is higher (Gekko, Blackbird).

The method is created for cryptocurrency arbitrage bots. It is based on the “buy-
sell” model too, but it earns profit from the movements of the cryptocurrency price
differences between two different currencies on the same exchange. It allows a trader to
gain the maximum profit. In this case, the profit is made not by the currency price
movements, but by the fluctuations of the currencies price differences (Fig. 1).

Fig. 1. This chart gives the overview of volatile price difference flows of two different
cryptocurrencies in terms of the rate to US dollars on the same exchange. The created method,
based on the “buy-sell” concept, should make optimum decisions on making the transactions.
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This chart gives the overview of volatile price difference flows of two different
cryptocurrencies in terms of the rate to US dollars on the same exchange. The created
method, based on the “buy-sell” concept, should make optimum decisions on making
the transactions:

– When crossing the upper dispersion limit in case the last transaction was made after
crossing the lower dispersion limit.

– When crossing the lower dispersion limit in case the last transaction was made after
crossing the upper dispersion limit.

The red dots on the graph show the places where a certain set of the transaction was
performed (4 transactions):

– The first two “buy-sell” transactions close the previous set of transactions;
– The second two “buy-sell” transactions open the new set of transactions.

While crossing the lower dispersion limit the first currency is always bought, and
the second one is always sold. While crossing the upper dispersion limit, everything
goes another way: the second currency is always bought, and the first currency is
always sold. At the completion of each set of transactions (two opening transactions
and two closing transactions are implied), the bot makes a profit.

3.2 Data Processing and Analysis

The model uses standard parameters for analysis such as the median, lower and upper
dispersion limits [9]. These parameters directly depend on the current currency price
movement and will automatically change when a trend line is determined over the last
n hours of historical price data (n is a number of hours needed for optimal detection of
trends and exclusion of erroneous leaps).

Income data is a set of prices differences during a certain period. This data should
be analyzed. Based on the data analysis, optimal additional data sets are generated:
median line, and two dispersion lines.

Current median point search.

It is necessary to find a current point of the median line of the differences price
movement of two different cryptocurrencies on the exchange.

The following pseudo-code for current median point:

Input data: data, power level, number of hours (n)
Output:current median point
temp_data: = data for the last n hours from data
sum: = 0
for each temp_el element from temp_data:
temp_el: = temp_el ^ power
sum: = sum + temp_el
length: = number of elements in the temp_data array
result: = sum / length
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Current dispersion point search.

It is necessary to find a current point of the dispersion line of the differences price
movement of two different cryptocurrencies on the exchange.

The following pseudo-code for current dispersion point:

The last pseudo-code can be simplified using the previously mentioned search
algorithm of current median point search:

The following pseudo-code is created to generate the full median set:

Input data: data, dispersion rate (rate), number of 
hours (n)
Output: current dispersion point.
temp_data: = data for the last n hours from data
sum: = 0
for each temp_el element from temp_data:
temp_el: = temp_el ^ 2
sum: = sum + temp_el
ength: = number of elements in the temp_data array
last_meadiana_square: = sum / length
sum: = 0
for each temp_el element from temp_data:
sum: = sum + temp_el
last_mediana: = (sum / length) ^ 2
result: = (last_mediana_square - last_mediana) ^ (1/2) 

* rate

last_mediana_square: = result of the active median 
search algorithm (input parameters: data data, power lev-
el: = 2, number of hours n)
last_mediana: = result of the current median point 

search algorithm (input parameters: data data, power lev-
el: = 1, number of hours n)
last_mediana: = (sum / length) ^ 2
result: = (last_mediana_square - last_mediana) ^ (1/2) 

*rate

Input data: data, number of hours (n)
Output: full median set
mean_list: = empty array
k: = 0 for each el element from data:
k: = k + 1
temp_data: = data for the last k hours from data
add an element to the mean_list (the result of the cur-

rent median point search algorithm (input parameters: da-
ta temp_data, power: = 1, number of hours n)
result_list: = mean_list

392 L. Lyushenko and A. Holiachenko



www.manaraa.com

The algorithm created to generate the full dispersion set works similarly:

Input data: data, dispersion rate (rate), number of 
hours (n)
Output: full dispersion set
disp_list: = empty array
k: = 0
for each el element from data:
k: = k + 1
temp_data: = data for the last k hours from data
add an element to the mean_list (the result of the ac-

tive scatter search algorithm (input parameters: data 
temp_data, coefficient koef : = rate, number of hours n)
result_list: = disp_list
last_mediana: = (sum / length) ^ 2
result: = (last_mediana_square - last_mediana) ^ (1/2) 

* rate

Data processing and analysis have to be performed according to the following
algorithm:

– Generate the full median set from given data;
– Generate the full dispersion set from given data;
– Divide the full dispersion set into two sets (upper dispersion line and lower dis-

persion line);
– Each time a new data point is added, the last points of each set are recalculated

online.

3.3 Optimization of Algorithm Parameters

In subsect. 3.2 the algorithms for automatic finding and updating the median line set
and dispersion lines set (at each point for the last n hours) are described. To start them,
two additional parameters are required:

– The dispersion rate;
– The number of hours which determines the difference price movement trend. It was

decided to create an algorithm which optimizes these parameters to obtain the
maximum profit.

The dispersion rate defines how close the upper and lower dispersion lines are to
the median line. It directly affects the number of transactions. The lower it is, the more
often they will occur. There are commissions that exchanges get from each transaction.
If the number of transactions is too big, and at the same time the profit brought for each
transaction is too small, then there may not be made a profit at all [9, 10]. The number
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of hours defines the latest trend in the chart. It is a decisive factor, in case the trend is
determined incorrectly, the transaction is going to be unprofitable at all.

The range of dispersion rates and the number of hours that could be relevant in this
algorithm were selected and combined into two data sets.

The concept of this algorithm is to run each possible combination of parameters
from two data sets mentioned above and get the new profit set. When a cycle is started,
the dispersion rate is fixed it runs with each value from the selected range of the
number of hours with a certain step. After receiving the profit result, the algorithm
works with the next value from dispersion rate set with a certain step and again runs
with each value from number of hours set with a certain step. This algorithm works
until the dispersion rate set is proceed.

3.4 Visualization of the Results

There were generated the following charts to visualize the algorithm results:

– The accumulative income chart (Fig. 2);
– The drawdown chart (Fig. 3);
– The statistical chart with all data sets and transaction marks (Fig. 4).

The figures show the examples of results after analyzing difference price data
between two currencies XBTUSD and XBTU18 on the same exchange (Bitmex) for 1
day. Also, an example of the optimization algorithm graph (from Subsect. 3.3) for the
same period of time is given (Fig. 5).

Fig. 2. The example of accumulative graph of profits for 1 day of differences between XBTUSD
and XBTU18 with such parameters as a coefficient of 1 and 6 h of capture.

Fig. 3. The example of drawdown chart for 1 day of differences between XBTUSD and
XBTU18 with such parameters as a coefficient of 1 and 6 h of capture.
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Optimization algorithm (from Subsect. 3.3) generates the new profit data sets
running each possible combination of parameters from. Table 1 is providing an
example for the display: the profit data sets obtained from the optimization algorithm
on 1-day (difference prices data between XBTUSD and XBTU18 with such parameters
as a dispersion rate range from 0.5 to 3, step 0.25, and a range of hours from 1 to 21,
step 5 h). The result table shows that the biggest profit can be earned by dispersion rate
0,5- and 1-h time period (Table 1). The visualized version of this table is also provided
(Fig. 5).

Fig. 4. The example of drawdown graph for 1 day of differences between XBTUSD and
XBTU18 with such parameters as a coefficient of 1 and 6 h of capture. The blue line is the actual
value of the differences, the orange line is the median, the green line is the upper modified
dispersion, the purple line is the lower modified dispersion, the red dot is the completion of a set
of operations.

Fig. 5. The result of optimization algorithm run on 1-day difference prices data between
XBTUSD and XBTU18 with such parameters as a dispersion rate range from 0.5 to 3, step 0.25,
and a range of hours from 1 to 21, step 5 h.
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Consequently, for maximum profit with minimum risks, the operations should be
implemented fully:

– Run the optimization algorithm from Subsect. 3.3 for each currency pair and set
optimal parameters;

– Run the algorithm from Subsect. 3.2.

4 Conclusions

As described in the article, the following results were achieved:

– An optimized “buy-sell” model of a cryptocurrency bot was created to obtain the
maximum profit with minimum financial investments;

– A method of technical analysis was developed and implemented as an algorithm for
cryptocurrency arbitrage bots;

– The algorithm was optimized for a number of parameters to obtain the maximum
profit. The most important parameters are the dispersion coefficient and time range.

– The developed method gets the profit from the movements of differences between
two currencies on the same exchange. This allows the trader to extract the maxi-
mum profit with minimum money spent because in this case, the profit is obtained
not from the currency movement but from the leaps of currencies differences.
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Abstract. We study the efficiency of polynomial approximation algorithms for
solving NP-hard scheduling problems to minimize total tardiness and total
weighted tardiness on one machine. The algorithms are based on PSC-algorithms
for the considered problems given in [Zgurovsky & Pavlov, Combinatorial
Optimization Problems in Planning and Decision Making: Theory and Appli-
cations, Springer, 2019]. They were developed by excluding procedures related
to exponential enumeration. The approximation algorithms have a polynomial
complexity and can solve problems of any practical dimension. We give a
method for determining the maximum possible deviation of the approximate
solution of the total tardiness problem from the optimum for each individual
problem instance. We present experimental data on the solving time and the
actual percentage of the deviation of the functional value from the optimum. The
deviation was less than 5% after the execution of the approximate algorithm for
the weighted tardiness problem and less than 2.4% for the total tardiness prob-
lem. This confirms the high efficiency of the approximation algorithms.

Keywords: Planning � Process automation � Scheduling �
Combinatorial optimization � Approximation algorithm � PSC-algorithm �
Efficiency research � Total tardiness � Total weighted tardiness

1 Introduction

Scheduling problems are found in very wide applications during planning process
automation in objects of various nature in different spheres of human activity: in
production processes planning, aircraft manufacturing and shipbuilding, project man-
agement etc. Almost all of them are NP-hard problems of combinatorial optimization.
This complicates the development of not only exact, but also efficient approximation
algorithms.

State-of-the-art scheduling methods are described in the book [1] and in papers [2–
4]. A review of efficient methods for exact exponential algorithms construction can be
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found in [5]. Some new scheduling methods are considered in [6–9]. Parallel and cloud
computing [10] and scheduling with restrictions on resources [11] are intensively
developing fields of research.

The purpose of this paper is the efficiency research of approximation algorithms for
solving two scheduling problems:

• NP-hard in the strong sense problem of the total weighted tardiness of jobs mini-
mization on a single machine (TWT) [12];

• Its particular case: NP-hard problem of the total tardiness of jobs minimization on a
single machine (TT) [13].

The two problems are important for discrete-type production planning. In partic-
ular, the TWT problem is used at the fourth level of the four-level model of planning
(including operative planning) and decision making presented in [14]. This model can
be used for any objects with a network structure of technological processes and limited
resources. Optimization by tardiness criteria is crucial for just-in-time planning systems
and other important planning models. The TT problem is used, for example, for
planning process automation in innovative software development and to determine an
efficient portfolio of orders, in terms of the expected profit, and automation of its
execution planning process [15].

The TWT Problem Statement [12]. Given a set of independent jobs
J ¼ j1; j2; . . .; jnf g, each job consists of a single operation. For each job j, we know its
processing time lj [ 0, weight coefficient xj [ 0 and due date dj. All jobs become
available at the time point zero. Interruptions are not allowed. We need to build a
schedule for one machine that minimizes the total weighted tardiness of the jobs:

f ¼
Xn
j¼1

xjmax 0;Cj � dj
� � ð1Þ

where Cj is the completion time of a job j.
This problem is studied from 1960s. The best of available state-of-the-art exact

dynamic programming algorithms for TWT problem is limited by dimension of 300 jobs
[16]. However, exact methods are inefficient for large dimensions due to the exponential
increase in complexity. Therefore, various metaheuristic approaches have been devel-
oped, e.g. [17]: simulated annealing [18], tabu-search [19], variable neighborhood
descent [20]. The best approximation algorithm we know for TWT problem solving is
given by Ding et al. [17]. However, all of these algorithms also require huge computation
time on large dimensions. In particular, the algorithm from [20] solves 1000 jobs
problems in several weeks or months [21]. The theory of PSC-algorithms [22] is an
alternative direction allowing to solve NP-hard problems in a general formulation
exactly and efficiently. It allows for problems several times larger in size and also for the
parallelization of computations. When sufficient signs of optimality of current solutions
are fulfilled, PSC-algorithms allow to obtain an exact solution by a polynomial subal-
gorithm. Otherwise, we obtain an efficient exact solution by an exponential subalgorithm
or an approximate solution with an estimate of the deviation from the optimum for
practical problem instances of large size (up to tens of thousands of jobs).
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In this paper, we study the efficiency of approximation algorithms for TWT [12]
and TT [13] problems solving. The algorithms are based on PSC-algorithms and were
developed by excluding procedures related to exponential enumeration. The approxi-
mation algorithms have a polynomial complexity and can solve problems of any
practical dimension.

The rest of the paper is organized the following way. We give a brief description of
the PSC-algorithms in Sect. 2. The structure of the approximate algorithms we study
and the heuristics they are constructed on are in Sect. 3. In Sect. 4, we derive a
theoretical estimate of the maximum possible decrease in the functional value after
executing a specified number of iterations of the exact PSC-algorithm for TT problem.
This allowed us to obtain an estimate of the maximum possible deviation from the
optimum for the approximation algorithm of TT problem solving. In Sect. 5, we
experimentally research the approximation algorithms showing the solving time and
the percentage of deviation of the obtained functional value from the optimum. We
summarize the findings in Sect. 6.

2 Basic Provisions for the PSC-Algorithms for TWT and TT
Problems Solving

We now excerpt from [12] some definitions necessary to understand the paper. Let j½g�
denote the number of a job occupying a position g in a schedule. Let p; q mean the
interval of integer numbers from p to q: p; q ¼ p; pþ 1; . . .; q.

Definition 1. We call Rj½g� ¼ dj½g� � Cj½g� [ 0 the time reserve of a job j½g�.

Definition 2. A priority pj½i� of a job j½i� is the value of xj½i�

.
lj½i� .

Definition 3. We call a job j½g� tardy in some sequence if dj½g�\Cj½g� .

Definition 4. A permutation of a job j½g� is its move into a later position k[ g with the

shift of jobs in positions gþ 1; k to the left by one position.

Definition 5. Interval of permutation of a job j½g� into a position k is defined by the sum
of the processing times of jobs in positions gþ 1; k.

Definition 6. An insertion of a job j½g� is its move into an earlier position p\g with the
shift of jobs in positions p; g� 1 to the right by one position.

Definition 7. Interval of insertion Ij½g� of a job j½g� into a position p\g is defined by the

sum of the processing times of jobs in positions p; g� 1. The position p is defined by
condition

Xg�1

i¼p�1

lj½i�\Cj½g� � dj½g� �
Xg�1

i¼p

lj½i� ; ð2Þ
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and if (2) is false for every position, then p ¼ 1. Thus, the tardiness of the job in the
position p must be zero or minimal.

Definition 8. The ordered sequence rord is a sequence of all jobs j 2 J in non-
increasing order of priorities pj, i.e., 8j; i, j\i : pj � pi, and if pj ¼ pi, then dj � di.

Definition 9. A free permutation of a non-tardy job j½k� in the sequence rord is its
permutation into such later position q[ k that Cj½q� � dj½k�\Cj½qþ 1� if there is at least one

tardy job in positions kþ 1; q.

Definition 10. Sequence rfp is the sequence obtained after all free permutations in the
ordered sequence rord .

Definition 11. A tardy job j½g� in the sequence rfp is called a competing job if we have
dj½l� [ dj½g� � lj½g� for at least one non-tardy preceding job j½l� in this sequence.

Competing jobs in the sequence rfp are in non-increasing order of their priorities.

Definition 12. The time reserve of a job j½i� in a current sequence is called productive
reserve if at least one competing job j½k� in this sequence satisfies the inequality
dj½i� [ dj½k� � lj½k� .

A special case of the TWT problem is the TT problem. In it, the weights of all jobs
are equal to one, so priority of job j is the value of 1

�
lj.

PSC-algorithms for TWT and TT problems are based on jobs permutations and
consists of a series of uniform iterations. The number of iterations is determined by the
number of competing jobs in the sequence rfp. At each iteration, we check the pos-
sibility to use the time reserves of preceding jobs for the current competing job from the
sequence rfp. Such way, we construct an optimal schedule for jobs of the current
subsequence which is bounded with the current competing job. We can eliminate some
jobs from the set of competing jobs during the solving process.

We perform the following at each current iteration of the PSC-algorithms:

1. Tardy jobs use the existing reserves of non-tardy jobs. We do it by:

• Determination and extension of the interval of insertion;
• Performing the insertion;
• Ordering jobs by priority at the interval of insertion;
• Step-by-step optimization for each tardy job at the interval of insertion.

2. Tardy jobs use the reserves released by jobs which previously used them. We do it:

• Permutating these jobs into a later position;
• By recursive step-by-step optimization for each tardy job at the interval of

permutation.

As a result of each iteration of optimization (that has an exponential complexity),
the functional value decreases or remains unchanged.
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3 Structure of Approximation Algorithms for the Problems

Approximation algorithms for TWT [12] and TT [13] problems solving were con-
structed on the basis of the PSC-algorithms of their solving taking into account the
following heuristics [12].

Heuristic 1. We perform the insertion procedures only for competing jobs. We elim-
inate the procedure of priority ordering at the intervals of insertion. We only shift the
jobs within the interval of insertion into later positions. We perform for each tardy job
within the interval of insertion only permutations that decrease the functional value and
have polynomial complexity.

Heuristic 2. We exclude the recursive step-by-step optimization. It is replaced with
permutations that decrease the functional value and have polynomial complexity.

The structure of Approximation Algorithm AA [12] is as the following:

1. Specify a desired restriction on the execution time of the algorithm.
2. Build the sequence rfp and determine the set of competing jobs.
3. Execute the maximum number of iterations of the exact PSC-algorithm satisfying

the imposed restriction on the execution time. If we have obtained a solution in this
time, the algorithm terminates. Otherwise, we continue solving process with the
approximation algorithm, that is, with the simplified PSC-algorithm taking into
account Heuristics 1 and 2.

The structure of the approximation algorithm for TT problem solving is similar,
with the following main difference [13]. According to Definition 8, competing jobs in
the sequence rfp are arranged in non-decreasing order of their processing times. This
has allowed to simplify the rules for eliminating unpromising permutations and
insertions and to reduce their number. Also, the rules for eliminating some jobs from
the set of competing jobs have been formulated and justified [13].

4 Estimation of the Deviation of the Approximate Solution
from the Optimum for TT Problem

4.1 Construction of an Estimate of the Maximum Possible Decrease
in the Functional Value in the Current Sequence After Executing
a Specified Number of Iterations of the Exact PSC-Algorithm

Suppose that we have obtained a sequence rcur as a result of executing a specified
number of iterations of the exact algorithm. We need to estimate the maximum possible
decrease in the functional value (1), during the optimal schedule construction by the
exact PSC-algorithm, for each unconsidered competing job in this sequence.

Algorithm for Obtaining the Estimate of Deviation has the following 6 steps.

1. Partition the set of competing jobs from the sequence rfp into such subsequences
rk , k ¼ 1; r, that 8rk 8j½i� 2 rk Cj½i� rfp

� �
[ dj½i� .

2. Select from rcur the next competing job js for which we have not completed the
iteration of optimization. If all competing jobs were considered, go to step 6.
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3. Determine a subsequence rk, k ¼ 1; r, of the sequence rfp, which the job js belongs
to. Let it be a subsequence rt.

4. Analyze the decrease in the functional value for job js based on a comparison with
the decrease in the functional value for the previous competing job jg from the
subsequence rt for which we performed the last iteration of optimization.

• If such job jg is not found (js is the first competing job in the subsequence rt),
then the maximum possible decrease in the functional value for job js during the
optimal schedule construction is equal to its tardiness in the current sequence
rcur:

Df jsð Þ ¼ Cjs � djs :

• If a job jg is found, then

Df jsð Þ ¼ Df jg
� �

if djg � djs ;
Df jg

� � þ djg � djs
� �

if djg [ djs :

�

5. Determine the actual decrease in the functional value for job js as the minimum
min Df jsð Þ;Cjs � djs

� �
where the tardiness of job js is defined in the sequence rcur .

Go to step 2.
6. The maximum possible decrease in the functional value for the current sequence

rcur is

Dfmax rcurð Þ ¼
X
i2K0

Df jið Þ

where K 0 is the set of competing jobs from the subsequence rcur for which we did not
perform an iteration of optimization.

The described algorithm for constructing an estimate of deviation is based on the
fact that competing jobs in the sequence rfp are arranged in non-decreasing order of
their processing times.

A theoretical estimate of the maximum possible deviation of the functional value in
the current sequence after the sequence rfp construction is considered in [23].

4.2 Estimation of the Maximum Possible Deviation of the Functional
Value from the Optimum After Executing the Approximation
Algorithm for TT Problem Solving

The estimate of the maximum possible deviation from the optimum of the functional
value obtained by the Approximation Algorithm is equal to

DAA
max ¼ f AA � f rcurð Þ � Dfmax rcurð Þð Þ

where f AA is the functional value in the schedule obtained by the Approximation
Algorithm AA and f rcurð Þ is the functional value in the sequence rcur obtained after
executing the iterations of the exact PSC-algorithm.
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5 Computational Studies of the Approximation Algorithms

To carry out the computational studies of efficiency of approximation algorithms for
TWT [12] and TT [13] problems, we used:

• Benchmark instances of 40…300 jobs dimensions from [24] for TWT problem;
• Benchmark instances of 100…300 jobs dimensions from [25] for TT problem.

In both cases, the set of benchmark instances was generated using standard Fisher’s
generation scheme [26]. The complexity of the problem instances and the time of their
solving depends on two parameters: the due date range R and the tardiness factor T . For
each instance, processing times and weights of jobs were taken from a uniform dis-
tribution over the interval [1, 100] and [1, 10], respectively. Then the due dates of jobs
were generated randomly from a uniform distribution over the interval
L � 1� T � R=2ð Þ; L � 1� T þR=2ð Þ½ � where L is the sum of processing times of all
jobs. The values of R and T were chosen from the set {0.2, 0.4, 0.6, 0.8, l.0} (case
T ¼ 1:0 was not considered for TT problem). This gives 25 combinations of R and T
parameters for the TWT problem and 20 combinations for TT problem. For each pair of
R and T , five instances were generated for the TWT problem (125 test instances for
each dimension) and ten instances for TT problem (200 instances for each dimension).
The total number of test instances is 1675.

We solved all the instances by a corresponding approximation algorithm on a
personal computer with 2 GBytes of RAM and a Pentium IV processor that has
3.0 GHz frequency.

We show in Table 1 the average solving time in seconds by the Approximation
Algorithm AA for both problems, depending on the dimension, without use of the
iterations of exact PSC-algorithms (without specifying a time limit). We also give the
comparison with the approximation algorithm of Ding et al. [17].

Table 1. Average solving time (in seconds) by approximation algorithm without iterations of
the exact PSC-algorithm and comparison with the approximation algorithm of Ding et al.

n TWT problem: AA TWT problem: BDS TT problem: AA

40 0.003 0.003 –
*

50 0.005 0.008 –

100 0.021 0.06 0.019
150 0.057 8.77 0.049
200 0.098 54.39 0.083
250 0.181 128.80 –

300 0.286 251.10 0.257

AA Approximation algorithm AA [12, 13], Pentium IV, 3.0 GHz,
2 GBytes of RAM; BDS approximation algorithm of Ding et al.
[17], Intel Xeon E5440, 4 cores, 2.83 GHz, 2 GBytes of RAM
* The OR-library [25] does not contain instances of the TT
problem for this dimension
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We can state that the Approximation Algorithm AA works significantly faster than
the approximation algorithm of Ding et al. [17]. We also investigated it on generated
instances of 10,000 jobs dimension. The average computation time was approximately
1 h 17 min for the TWT problem and 1 h 9 min for TT problem.

We also calculated the percentage of deviation Ddev of the functional value in the
resulting sequence r from the known optimal solution fopt for each test instance in the
following way:

Ddev ¼ f rð Þ � fopt
f rð Þ � 100%:

Instances of any dimension are solved more quickly (often significantly) for some
values of R and T parameters than in other regions. Therefore, now we show the
percentage of deviation Ddev for TWT and TT problems broken down by the values of
R and T parameters. Table 2 (for TWT problem) and Table 3 (for TT problem) show
average percentage of deviation from the optimum depending on R and T after exe-
cuting iterations of exact algorithm with a two minutes time limit. Table 4 (for TWT
problem) and Table 5 (for TT problem) show average percentage of deviation from the
optimum depending on R and T after continuing the approximation algorithm after the
iterations of exact algorithm. For both the problems, the percentage of deviation is zero
for n� 200 because all instances were solved by the iterations of exact algorithm.

Table 2. Average percentage of deviation from the optimum depending on R and T after
executing iterations of exact algorithm with a two minutes time limit: TWT problem

T 0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0

R n ¼ 250 n ¼ 300
0.2 0 0 0.64 0 0 0 3.39 2.15 0.19 0.01
0.4 0 0 2.35 0 0 0 4.56 4.11 1.03 0.18
0.6 0 0 6.74 0 0 0 0 3.32 1.94 0.36
0.8 0 0 7.01 0 0 0 0 4.39 1.80 0.64
1.0 0 0 7.85 1.37 0 0 0 7.98 2.48 0.71

Table 3. Average percentage of deviation from the optimum depending on R and T after
executing iterations of exact algorithm with a two minutes time limit: TT problem

T 0.2 0.4 0.6 0.8

R n ¼ 300
0.2 0 1.84 0.59 0
0.4 0 0.38 1.23 0.08
0.6 0 0 1.73 0.04
0.8 0 0 0.72 0.03
1.0 0 0 3.88 0.05
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We see from Tables 2, 3, 4, and 5 that the exact algorithm solved to optimality
about 80% of test instances in 2 min for 250 jobs dimension (TWT problem) and about
45% of 300 jobs instances for both TWT and TT problems, depending on the values of
the R and T parameters. In the region of “more complex” instances, after executing
iterations of exact algorithm, we obtained approximate solutions with an actual per-
centage of deviation from the known optimum of less than 8% for TWT problem and
less than 4% for TT problem. In the same region, after continuing the execution of the
approximation algorithm, we have got a solution with less than 5% deviation for TWT
problem and less than 2.4% for TT problem. At the same time, we have solved to
optimality about 9% of the remaining instances by the approximation algorithm.

We also generated “very difficult” instances of the problems according to the theo-
retical conditions from [12] satisfying of which approaches the solution time to that of an
exhaustive search. The deviation of the functional value from the optimum for these
problems, obtained by the Approximation Algorithm AA, was very small (less than 1%).

Thus, the statistical studies confirm the high efficiency of the Approximation
Algorithm AA for both TWT [12] and TT [13] problems.

6 Conclusions

We give basic principles and theoretical foundations of PSC-algorithm and approxi-
mation algorithms for TWT [12] and TT [13] problems solving and show differences
between the algorithms. We derive an estimate for the maximum possible deviation
from the optimum of the solution obtained by the approximation algorithm for TT

Table 4. Average percentage of deviation from the optimum depending on R and T after
executing iterations of exact and approximation algorithm: TWT problem

T 0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0

R n ¼ 250 n ¼ 300
0.2 0 0 0.37 0 0 0 1.94 1.25 0 0
0.4 0 0 1.39 0 0 0 2.81 2.42 0.62 0
0.6 0 0 4.05 0 0 0 0 1.99 1.18 0.20
0.8 0 0 4.27 0 0 0 0 2.67 1.11 0.36
1.0 0 0 4.86 0.86 0 0 0 4.63 1.55 0.41

Table 5. Average percentage of deviation from the optimum depending on R and T after
executing iterations of exact and approximation algorithm: TT problem

T 0.2 0.4 0.6 0.8

R n ¼ 300
0.2 0 1.11 0.36 0
0.4 0 0.25 0.77 0.05
0.6 0 0 1.10 0
0.8 0 0 0.46 0
1.0 0 0 2.39 0
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problem solving. We carry out a computational analysis of the solving time for the
problems instances for the approximation algorithm (without execution of iterations of
the exact algorithm). Also, we analyze the actual percentage of the deviation of the
functional value from the optimum.

We show that the exact algorithm from [12] optimally solves about 80% of the
benchmark instances in 2 min for 250 jobs dimension (TWT problem) and about 45%
of 300 jobs instances for both TWT and TT problems. In the region of “more complex”
instances, after the approximation algorithm execution, the actual deviation was less
than 5% for TWT problem and less than 2.4% for TT problem. The average compu-
tation time for 10,000 jobs instances was approximately 1 h 17 min for the TWT
problem and 1 h 9 min for TT problem.

Our findings confirm the high efficiency of the Approximation Algorithm AA [12]
both for TWT and TT problems. We recommend to use the Approximation Algo-
rithm AA to solve instances of a real practical dimension (up to tens of thousands of
jobs), as well as in solving “difficult” cases of the problems of a smaller dimension.
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Abstract. The report focuses on the actual task of development of mathe-
matical tool for data mining and nonlinear non-stationary processes forecasting.
The proposed mathematical tool can use in solving the problems of data analysis
of various nature for nonlinear non-stationary processes forecasting. The results
of its application for prediction of such processes are present.

Keywords: Nonlinear non-stationary processes � Forecasting �
Mathematical models � Linguistic modeling

1 Introduction

Intensive science development has led to the appearance of a large number of methods
for forecasting the behaviour of processes of various nature obtained in the form of
time series (Bidyuk et al. 2013), (Montgomery et al. 2015), (Mishra et al. 2018) (Hu
et al. 2016). Note that almost all of them are nonlinear and non-stationary (we can say
exclusively about piecewise linearity and piecewise non-stationarity).

That is why the objects of the research are non-linear non-stationary processes in
ecology, economics and finance. The necessity of developing a mathematical tool for the
creation of data mining methods and forecasting of nonlinear non-stationary physical
processes of different nature is substantiated in order to increase the adequacy of
mathematical models of nonlinear non-stationary processes and improve the quality of
forecasts estimates which are calculated by using created models. The linguistic mod-
eling method is described in details. The informative and mathematical formulation of
the task of finding linguistic patterns of time series is formulated. The concept of lin-
guistic modeling was introduced, and the method of applying this approach was grad-
ually described to solve the problem of forecasting of nonlinear non-stationary physical
processes of different nature. The results of practical testing of the proposed mathe-
matical tool for nonlinear non-stationary processes forecasting by using linguistic
modeling method are presented. The results of the comparative analysis of the adequacy
of the developed method with several existing ones are given and the quality of the
obtained forecasting values is analyzed. The analysis shows high adequacy of the models
developed by using linguistic modeling method and high quality of received forecasts.
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Z. Hu et al. (Eds.): ICCSEEA 2019, AISC 938, pp. 409–418, 2020.
https://doi.org/10.1007/978-3-030-16621-2_38

http://orcid.org/0000-0002-7562-8586
http://orcid.org/0000-0002-6846-9353
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_38&amp;domain=pdf
https://doi.org/10.1007/978-3-030-16621-2_38


www.manaraa.com

2 The Linguistic Modeling Method

The Linguistic Model Construction. To achieve the purpose, the task of finding the
linguistic pattern for the time series should be solved, which includes:

(a) Calculation of the subtractions series of the output time series;
(b) Choice of intervaling criterion of subtractions series;
(c) Intervaling of certain subtractions series according to the chosen criterion;
(d) Determining the linguistic chain for the certain subtractions series;
(e) Determining the transition matrix for each possible symbols pair in the linguistic

chain of the certain subtractions series.

The input data for this task is the value of the time series.
The initial data for this task is the linguistic pattern of time series (dynamic pro-

cess), that is:

– The set of intervals obtained as a result of intervaling of subtractions series of
certain order from the time series;

– The transition matrix, constructed on the intervals set (described above) and by time
series.

The specified linguistic pattern is constructed separately for subtractions series of
input time series (Baklan and Selin 2005), (Baklan and Selin 2006), (Baklan et al.
2017), (Gurung et al. 2017). In this way the set of linguistic patterns is obtained, which
is an intermediate result of forecasting problem by using linguistic modeling method.

Applying of linguistic modeling method for constructing linguistic patterns of input
time series will be considered below.

Usage of pattern recognition methods for implementation of forecasting procedures
is one of the approaches. So let’s focus just at the pattern recognition. Most of variety
of mathematical methods for solving pattern recognition problems can be divided into
two main types.

The first type may be positioned in relation with the decision theory, or as it is also
called as discriminatory approach. In this case, objects are characterized by the sets of
numbers - the results of some measurements set, which are called signs. Pattern
recognition by using this approach is usually carried out by partitioning the signs space
into the areas (Fu 1968), (Mezzi and Benblidia 2017), (Ali et al. 2016).

The second type is developed within the syntactic (or structural) approach. The
feature of this approach is the pattern recognition. The information about patterns
structure is important. And it is required from the recognition procedure that it enables
not only to refer the object to the certain type (that is, to determine its classification),
but also to give the description of those object sides that exclude the possibility of its
classification into another type.

When the objects are complex and the number of possible descriptions is big, it is
inconvenient to consider that each description defines a class. We have such a situation
in the problems of identifying images, fingerprints. The same situation is observed
during the dynamic pattern recognition. In these cases, recognition can be carried out
by using the description of each object and not simply by the classification methods.
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In order to represent the hierarchical structural information existing in each pattern,
we use simple partial patterns. This approach is based on an analogy between the
patterns structure and the languages syntax. Within the syntactic approach it is assumed
that patterns are composed of partial patterns connected in a different variety of ways in
the same way as phrases and sentences are formed by connections of words and the
words consist of symbols. They are also called non-derived elements.

It is easy to see that such approach is useful in the cases where it is easier to
recognize the chosen partial patterns than the patterns themselves. The rules of com-
position of non-derived elements are traditionally given by so-called pattern description
language grammar. The pattern recognition process is carried out after non-derived
elements identification in the object and making object description. Directly the
recognition consists of the syntactic parsing (or grammatical parsing) of the “sentence”
that describes the object. This procedure detects whether this sentence is syntactically
correct according to the given grammar. In parallel syntactic parsing gives certain
structural sentence description.

The syntactic approach to the pattern recognition makes it possible to describe a
sufficiently big set of complex objects by using the small enough non-derived elements
set and grammatical rules. And in such case we make use of recursive grammar tools.

The grammatical rule (or substitution rule) can be applied any number of times, so
it is possible to provide some structural characteristics of the infinite set of sentences in
a compact enough way. The practical benefit of this approach depends on the ability of
recognition of non-derived elements of patterns and their composition operations.

Traditionally various relationships that is defined between partial patterns can be
represented by logical and mathematical operations.

Symbolic sequences processing puts some problems. Symbols are grouped into
words, words form sentences, and not in a free way, but in accordance with certain
rules. To identify regularities in the sentence location, it is necessary to define the
representation, within which these laws could not only be described, but also be found
in symbolic sequences.

These questions are fundamental for studying linguistic characteristics of symbolic
sequences. Just as for the linguistic requirements, theory of formal grammar proposed
by Noam Chomsky in the middle of the last century became one of the main branches
of mathematical linguistics.

According to the stages of constructing linguistic model, the initial task consists of
the following subtasks: obtaining subtractions series subtask; intervaling subtask; lin-
guistization subtask; determining transition matrix subtask.

Obtaining Subtractions Series Subtask. The purpose of this subtask is obtaining
series characterizing the dynamics of changing of the mouse cursor movement: the
speed (the subtractions series of the 1st order), the acceleration (the subtractions series
of the 2nd order), etc. Thus, the subtractions series are the derivatives of the initial
series.

Given: Integers vector X with power n ¼ X
�� ��.

Results: Integers vector D with power k ¼ D
�� ��.

Limitation: 8di 2 D : di ¼ xiþ 1 � xi
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where

i 2 0; n� 1½ Þ; xi; xiþ 1 2 X; ð1:1Þ
k ¼ n� 1 ð1:2Þ

Intervaling Subtask. The purpose of this subtask is the construction of the user’s
alphabet by splitting sorted subtractions series into the set of intervals, where each set
element characterizes certain alphabet letter.

Given: hypothetical alphabet power a;

– Integers vector D with power k ¼ D
�� ��.

Results:
Vector of integers pairs I with power n ¼ I

�� ��.
Limitations:

8x 2 I : x1 � x2 ð1:3Þ

8xi; xiþ 1 2 I : x2i \ x1iþ 1 ð1:4Þ

where i 2 0; n� 1½ Þ;

n � a ð1:5Þ

a\\ k ð1:6Þ

9x 2 I : : 8d 2 D; d 2 x1; x2½ � ð1:7Þ

8di; diþ 1 2 D : di � diþ 1 ð1:8Þ

where i 2 0; k � 1½ Þ

x0 2 I : x0 ¼ �1; x11
� � ð1:9Þ

xn 2 I : xn ¼ x2n�1; þ1� � ð1:10Þ

Linguistization Subtask. The purpose of this subtask is to obtain a linguistic chain by
determining the corresponding alphabet letter for each value of the subtractions series.
The alphabet letter uniquely corresponds to a certain interval from the set of intervals
obtained as the result of the previous subtask solution.

Given: Integers vector D with power k ¼ D
�� ��, that corresponds to the limitation

presented in formula 1.7;
Vector of integers pairs I with power n ¼ I

�� �� with limitations presented in for-
mulas 1.3, 1.4, 1.9 and 1.10.
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Results:
Integers vector A with power k ¼ A

�� ��.
Limitation:

8xi 2 A : 9di 2 D; 9yj 2 I; di 2 y1j ; y
2
j

h i
; xi ¼ j; ð1:11Þ

where i 2 0; k½ Þ; j 2 0; n½ Þ.
The general scheme of transition from the time series in numerical form to the

linguistic chain is illustrated in the Fig. 1.

Determining Transition Matrix Subtask. The purpose of this subtask is determining
transition matrix between two alphabet letters in sentence. The alphabet and its letters
are defined in the intervaling subtask, and sentences are defined in the linguistization
subtask.

Given: Integers vector A, that corresponds to the limitation 1.11 with power
k ¼ A

�� ��;
The power of set of intervals n, obtained as the result of solving intervaling subtask.
Results: square matrix with rational numbers P with dimensionality n.
Limitation:

8xij 2 P : xij 2 0:0; 1:0½ � ð1:12Þ

where i; j 2 0; n½ Þ.
The obtained sequence is analyzed for the presence of grammatical constructions.

At the output the list of grammatical constructions with the probabilities of their
presence in the process as well as the probability matrix of transitions from one symbol
to another symbol is obtained. This stage is closely correlated with hidden Markov
processes modelling, as well as with the method of “similar” trajectories.

Fig. 1. The general scheme of transition into the linguistic chain.
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3 Practical Implementation

By means of the above describing mathematical tool and developed algorithms several
time series (Swiss International Air Lines stock, Dow Jones Industrial Average, value
of gold) were analyzed.

4000 values of timeslots with gradual reduction of the series size up to 200 with
step 200 were taken for the maximal file size.

The calculation results are illustrated in Figs. 2 and 3.

Fig. 2. Changing number of successful trend forecasts for the different dimensionality of input
series.

Fig. 3. Changing number of successful forecasts of time series values for the different
dimensionality of input series.
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The calculations were repeated at different dimensionality values of the input series
for the obtained series without trend (subtractions series). The obtained results are
illustrated in Figs. 4 and 5.

Corresponding symbol encodes one or another range of values depending on the
alphabet power, thus research of the dependence of the number of alphabet symbols on
forecasts quality was carried out. Dimensionality of input series was 400 values.
Experiments results are illustrated in Figs. 6 and 7.

Fig. 4. Changing number of successful trend forecasts for the initial series without trend
(subtractions series).

Fig. 5. Changing number of successful forecasts of time series values for the initial series
without trend (subtractions series).
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Efficiency of the developed linguistic modeling method was compared with the
autoregressive method of order 10, autoregressive method of order 10 with the trend of
order 3 and the group method of data handling (GMDH).

Adequacy of the model was calculated according to the criterion of determination
R2, the Durbin–Watson statistical criterion. Also sum of forecast errors squaresP

e2ðxiÞ was calculated (Bidyuk et al. 2013), (Khashei et al. 2015).
Mean absolute (percentage) error of forecast (MAPE) and mean square error of

forecast (MSE) were calculated for the forecast quality estimation. The following table
shows study’s summary (Table 1).

The comparison results determine following. The described linguistic model is
absolutely adequate. The forecast quality obtained by using linguistic modeling method

Fig. 6. Changing number of successful trend forecasts for different alphabet dimensionality.

Fig. 7. Changing number of successful forecasts for the different alphabet dimensionality.
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at the available data is better than by autoregressive method of order 10, autoregressive
method of order 10 with the trend of order 3 and the group method of data handling.

4 Conclusions

Thus the mathematical tool was developed for calculation of quantitative and quali-
tative indicators of time series of economical and ecological nature by using linguistic
modelling. It is characterised by the persistence of obtained results and provides the
improvement of forecasts quality of corresponding indicators. The structures of new
mathematical models of nonlinear non-stationary processes are formed. They differ by
simplification of the model constructing procedure and provide high-level adequacy
description of researched processes.

The presented method is universal both for the type of obtained information and for
the presence of nonlinearities and non-stationarities in it, but it has the general lack of
all statistical methods – the lack of historical information.
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Abstract. The optimization problem of the procedure for the software system
architecture selection is considered taking into account changes of requirements
in iterative technologies of design and reengineering. The survey of this problem
was made in order to find available formal methods or techniques for archi-
tecture decisions operative correction in modern agile approaches. The con-
clusion is made that there is the significant lack of such methods that allow to
assess dynamically final quality of the product during architecture design
without repetitive labor consuming expert methods. The solution is offered on
the base of software characteristics correction which have been taken into
account on previous iteration or modification of existing software system during
reengineering. This method prevents recalculations for the evaluation and the
selection process. The method of pairwise substitution is applied for alternatives
characteristics correction. Its general concept is based on compensation on
supremacy of a criterion or an attribute change. Multicriteria optimization of
substitution is being carried out using nonlinear scalar convolution what
improves validity of selected software architecture decision.

Keywords: Software architecture � Software architecture quality �
Agile software design � Flexible techniques � Software quality �
Quality requirements

1 Introduction

Modern technologies of software systems design, such as extreme programming,
SCRUM techniques and some other are iterative actually [1–4]. Changes into
requirements or restrictions can be made during each iteration what cause the changes
in corresponding parts of the project [5].
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The series of methods was worked out for quality assessment of the software
architecture (SA) alternatives and selection of the best one among them. The most
known are scenario-based methods ATAM, SAAM, CBAM and others [6, 7] are labor-
intensive considerably.

The survey of the method for architecture assessment and quality assurance in agile
techniques of software design shown significant lack of mathematical formalism here.
For example, standard Saaty’s Analytic Hierarchy Process (AHP) is used to formalize
the problem in [8]. But there are not represented solutions for cases where big quantity
of architecture alternatives and/or quality attributes are available. Traditional mentioned
above scenario-based methods are still proposed for architecture assessment in agile
techniques [9, 10]. Thus, they become a bottle neck for fast responding of new change
requests. In the articles [11, 12] the intervals of values changes for quality criteria
weights were obtained. These intervals allow do not to rearrangement of alternatives
for estimating of compromise decision on the SA choosing.

Appearance of articles where AHP is applied for assessment of alternatives allowed
to avoid some disadvantages proper to scenario methods, to formalize and to automate
the procedure of assessment [13, 14]. The significant disadvantage of AHP is limited
quantity of alternatives for simultaneous assessment (n � 7 ± 2) what is caused by
inconsistency of the pairwise comparisons matrix (PCM) [15]. Pavlov offered the
modification of AHP in [16] to solve this problem, where weight indices are estimated
from the condition of inconsistency minimization of the PCM. This transforms initial
problem to the mathematical programming problem. Applying of modified AHP to the
problem of SA alternative assessment for case of large number of alternatives are
discussed in [17].

Comparative assessments of the alternatives are determined with using of expert
information in AHP method, and in case of requirements change to the SWS on the
current iteration of development it is necessary to execute repetitively expert assess-
ment and calculation of estimations for quality criteria of alternatives.

Because of simultaneous processes running on some stages of software develop-
ment lifecycle (SDLC) in iteration techniques with using of some base architecture the
significant changes in this variant will require corrections of the majority parts of the
project that increase time of the project ant its cost. Therefore, partial replacement of
the base architecture will be more effective, i.e. correction of certain its characteristics
and corresponding amends of the SA. Actually, the technics for this process have been
worked out and discussed in this paper as a new improvement of quality assurance
process in project management and software development.

The procedure of correction on the base of substitution of quality criteria of base
architecture and its following optimization of this correction is offered for this. It will
allow to make minimum changes in all parts of the project and do not exceed the
project budget and time.

The mathematical model of correction is developed using axiomatic theory of
criteria importance [18] and the results of the research are shown in [19]. The problem
of optimization of global quality criterion for the architecture under restrictions defined
by the model of correction is determined for selection of the proper values of criteria
corrections. Since application of linear scalar convolution as a global criterion has
essential restrictions [20] we suggest to discuss the usage of nonlinear scalar
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convolution. The iteration procedure of simplex planning is used for formalizing of the
process of criteria weights estimation [21]. Obtained optimal values of the criteria
corrections are used for modification of the base SWS architecture with purpose to take
into account changes of requirements to the SWS under design or reengineering.

Thus, we will formulate the problem of multicriteria selection for the field of
software architecture under reengineering what is especially important for flexible
methods like SCRUM. Then the main concepts of comparability by substitution for
quality criteria of software architecture is described with supplementary artifacts like
criteria comparability, their co-replaceability, importance and restrictions for criteria
substitution. Further the problem of software architecture selection is formulated as a
multicriteria optimization problem that can be solved with nonlinear convolution.
Finally use-case for described method is represented.

2 The Model of the Quality Criteria Correction for SA
Alternatives

The best architecture variant among the set of the alternatives

Aif g; i ¼ 1; n
� � ð1Þ

was selected relatively to the vector quality criterion (2)

Ksf g; s ¼ 1;m
� �

: ð2Þ

Their assessments are calculated for the quality criteria and then a multicriteria
selection of the architecture is executed on the base of obtained assessments. As it was
discussed earlier the problem of the alternative’s assessments for a separate quality
criterion can be solved most effectively with using AHP. The set of alternative
architectures (1) is examined in the process of SWS design or reengineering. The
relative assessments of quality criteria values for each alternative architecture have
been calculated

Kisf g; i ¼ 1; n; s ¼ 1;m
� �

: ð3Þ

The alternative Aif g is chosen as an alternative for correction. It is selected with
taking into account additional factors, although it is not the best among alternatives for
some criteria. An existing architecture was considered during reengineering. The
problem of correcting its characteristics is formulated in order to make it better for
some criteria and not worse for other criteria in the rest of alternatives. Concept of
criteria comparability by substitution [17] was used during development of the criteria
correction model.

The comparability concept by substitution of criteria Kr and Ks means that for any
alternative Ai the compensation on superiority of some changes of criterion Kr is
possible by some changes of criterion Ks. The ratio between possible changes in the Kr

and Ks is defined by the essence of these criteria and the trade-off is achieved relatively
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to their importance. That is, if Ap
i is an alternative that substitutes the alternative Ai by

correction of Kr and compensation of Ks then their corrected values will be equal to:

K
ip
r ¼ K

i
r � dr;K

ip
s ¼ K

i
s þ dsi; dsi ¼ f r; s;K; dr

� � ð4Þ

where K is a vector of criteria values.

The compensation on the substitution ratio for the set of the vector K
i
components

for an alternative Ai that we want to make better than an alternative Aj can be written as:

dK
irz
r ¼ Cirz

r � dKi
r; rz 2 R2

i rð Þ; r 2 R1
i ð5Þ

where the right side of this expression is possible decreasing of the component K
i
r value

for increasing of the component K
i
rz value; R1

i is a set of indices r for which

K
iz
r [K

j
r ; j ¼ 1; n; i 6¼ j; R2

i rð Þ is a set of indices given for R1
i such that the compo-

nents K
i
r; r 2 R1

i may participate in substitution of the components K
i
s; s 2 R2

i rð Þ; Cirz
r

are chosen coefficients of proportionality.

The components of the vector K
i
after substitution are estimated as follows:

K
ip
r ¼ K

i
r �

X
rz2R2

i rð Þ
Cirz
r � dKi

rz ; r 2 R1
i ;

K
ip
r ¼ K

i
rz þ

X
r2R1

i

X
rz2R2

i rð Þ
dKrz ; rz 2 s; s2R1

i ; rz 2 R2
i rð Þ:

ð6Þ

The values of the criteria correction (5) are estimated under the condition of global
architecture quality criterion optimization:

Y Aið Þ ¼
Xn
j¼1

aj � Kj Aið Þ: ð7Þ

Mathematical models of the optimization problems for estimation of (5) depend on
the decision-making strategy. For a Pareto-optimal strategy the optimization model
with taking into consideration (6) will look as follows:

max
i¼1;m

F K Aið Þð Þ; ð8Þ

under restrictions:

dr; ds � 0; r 2 L1j ; s2R1
j ; K

j
r �

P
rz2R2

j rð Þ
dK

jrz
r � max

i
dK

i
r

� �
þ dr;

i 2 1; n; i 6¼ j; r 2 R1
j ; K

j
s þ

P
r2R1

j

P
rz2R2

j rð Þ
1
dirzr

dK
jrz
r � max

i
K

i
s

� �
þ ds;

i ¼ 1; n; i 6¼ j; r 2 R1
j ; rz ¼ s; 9r; s 2 R2

j rð Þ;P
rz2L2j rð Þ

dK
jrz
r � bK j

r
; i 6¼ j; r 2 R1

j ; rz ¼ s:

ð9Þ
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The unknown variables for optimization of the criteria (8) are left part of (5) and
s. di; i ¼ 1; n are given coefficients that are defined from the essence of each criterion,
and with that di � 0; i ¼ 1; n. A linear scalar convolution of partial criteria is selected
as rule for a global criterion

Y Aið Þ ¼ F K Aið Þð Þ ¼
Xm
j¼1

ajKj Aið Þ; i ¼ 1; n: ð10Þ

where aj are weight indices of criteria that meet conditions
Pm
j¼1

aj ¼ 1; aj � 0.

The problem of linear programming (8) and (9) will be obtained when (10) is
substituted into (8). The optimal values of the corrections (5) will be found upon
solution of this equation. However, as it was previously described by Pavlov et al. [16],
applying a linear scalar convolution can assure the estimating of optimum for problems
of multicriteria selection only for the condition when the set of solutions is convex and
the functions Kj Aið Þ are concave. The set of solutions for the problem (8), (9) is discrete
and finite in our case, i.e. it is not convex. Thus, applying a linear scalar convolution in
this problem requires additional reasoning. Applying a nonlinear relatively quality

criteria scalar convolution Y Aið Þ ¼ Pn
j¼1

ajFj K Aið Þð Þ.
A nonlinear schema of compromises with weight indices defined on the simplex (8)

leads to Pareto optimal decisions according to the lemma of Karlin [22]. The selection
of the function Fj K Aið Þð Þ has to be done according to the specifications of the problem,
principles used by a making decision person (MDP) as well as accepted schema of
compromises. One such a compromise that may be applied in the current problem is a
control of compliance to restrictions for component values of following vector quality
criterion Kj �Bj; j ¼ 1; n.

These restrictions are estimated during requirements formulation and analysis to the
SWS, as well communication (mapping) of these requirements on the requirements to
software architecture [23]. The following may be chosen as a criterion function

Y Aið Þ ¼ Pn
i¼1

aif Bj � Kj Aið Þ� �
; i ¼ 1; n. Let’s norm quality criteria by values of

restrictions Y Aið Þ ¼ Pn
i¼1

aif 1� Kj Aið Þ� �
; Kj Aið Þ� 1. Now we can select for the func-

tion f 1� Kj Aið Þ� �
nonlinear scalar convolution offered in [21] for the similar problem

of multicriteria selection as following:

Y Aið Þ ¼
Xm
j¼1

aj 1� Kj Aið Þ� ��1
; i ¼ 1; n: ð11Þ

This function is nonlinear regarding to the quality criteria. In case when some
criteria values will approach to limit of restrictions the minimax model will be accepted
for the decision making: Aopt ¼ arg min

Ai2A
max
j¼1;m

Kj Aið Þ.

Multicriteria Choice of Software Architecture Using Dynamic Correction 423



www.manaraa.com

For those cases when criteria values are far from restrictions the model of inte-
gration optimality can be written as it’s shown in the following expression

Aopt ¼ arg min
Ai2A

Pm
j¼1

aj 1� Kj Aið Þ� ��1
.

If there are both criteria for minimization and maximization then the integral quality
criterion of the selected architecture will be represented as follows:

Q Aið Þ ¼
X
j2L1

aj 1� Kj Aið Þ� ��1 þ
X
j2L2

aj Kj Aið Þ � 1
� ��1

; i ¼ 1; n ð12Þ

where L1 is a set of criteria indices for minimization; L2 is a set of criteria indices for
maximization.

It is necessary to define aj for making the Pareto optimal decision of the problem on
the set of quality criteria of the architecture. The method of simplex planning [20] can
be used for selection and correction of weights of aj. We can now solve the problem of
mathematical programming with nonlinear criterial function and linear restrictions (9)
by substitution the criterion (11) into the ex-pression (8). Thus, we can determine the
correction values of the importance criteria (5) for which selected alternative will be the
best. The dual procedure of simplex planning [21] can be used for defining the weights
aj of criteria in the criterial function (11) or they can be obtained by experimental
methods.

3 Case Study for the Method

The correction method in the problem discussed by participants of the international
project GlasBox [24] was then applied. The main two requirements to a designed
system were scalability and secure access for all project team members to the database.
Assessments of some alternatives represented by the project participants are obtained
by modified AHP [25, 26] and shown in the Table 1.

There following alternatives are investigated: THTJ – three-tiered architecture on
J2EE platform, THTD – three-tiered architecture on .NET platform, TWOT – two-tiered
architecture with “fat” client, COAB – the architecture with distributed agent support.
We selected the THTJ architecture as the most acceptable for correction and selection

Table 1. Assessments of alternatives regarding to the quality criteria

Quality attributes
(criteria)

Alternatives
THTJ (A1) THTD (A2) TWOT (A3) COAB (A4)

1 Modifiability (K1) 0.521 0.172 0.106 0.210
2 Scalability (K2) 0.453 0.350 0.064 0.133
3 Performance (K3) 0.201 0.204 0.347 0.246
4 Cost (K4) 0.166 0.180 0.427 0.227
5 Portability (K5) 0.500 0.050 0.050 0.400
6 Ease to install (K6) 0.268 0.268 0.256 0.218
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alternative. As shown in Table 1, the THTJ surpasses all others based on the three
criteria K1, K2, K3 while it underperformed on criteria K3 and K4.

The assessment of the alternative A1 needs to corrected such that for each criterion
it will not be worse than the other three architectures and it would be better on some
criteria.

Here the set R1
i ! 8l 2 Lli; K

i
l [K

j
l ; i 6¼ j

� �
2 1; 2; 5f g and correspondently

R2
i ¼ 3; 4f g. The criterion K6 does not take part in the substitution. The problem is to

use decreasing assessments on 1st, 2nd and 5th criteria to increase assessments on 3rd

and 4th but they must stay not worse that for three other alternatives. Since maximum
assessment on 1st criterion of second, third and fourth alternatives is 0.210, on 2nd

criterion is 0.350, and on 5th criterion is 0.400 so these restrictions look as follows:

0:521� dK13 þ dK14
� �� 0:21þ y;

0:45� dK23 þ dK24
� �� 0:35þ 0:8y; 0:5� dK53 þ dK54

� �� 0:4þ 0:8y:
ð13Þ

The restrictions where the assessments of third and fourth criteria that are under
correction would not be worse than for three other alternatives will look like following:

0:201þð1:6 � dK13 þ 1:25 � dK23 þ 1:3 � dK53Þ� 0:347þ 0:5y;
0:166þð2:5 � dK14 þ 1:1 � dK24 þ 2:0 � dK54Þ� 0:427þ 0:6y:

ð14Þ

The coefficients of substitution Cilm
l in the expression (5) are introduced by experts

on the base of criteria importance. The restrictions on maximum change of first, second
and fifth criteria look like following:

dK13 þ dK14 � 0:3; dK23 þ dK24 � 0:1; dK53 þ dK54 � 0:1: ð15Þ

Solving the problem of optimization with stated restrictions will lead to:

dK13 ¼ 0:12; dK14 ¼ 0:18; dK23 ¼ 0:04; dK24 ¼ 0:06;
dK53 ¼ 0:07; dK54 ¼ 0:03; y ¼ 0:13:

ð16Þ

Corrected assessments of the architectures are represented in the Table 2.

Table 2. Corrected assessments of alternatives.

Quality attributes
(criteria)

Alternatives
THTJ (A1) THTD (A2) TWOT (A3) COAB (A4)

1 Modifiability (K1) 0.221 0.172 0.106 0.210
2 Scalability (K2) 0.353 0.350 0.064 0.133
3 Performance (K3) 0.431 0.204 0.347 0.246
4 Cost (K4) 0.436 0.180 0.427 0.227
5 Portability (K5) 0.400 0.048 0.052 0.400
6 Ease to install (K6) 0.268 0.268 0.256 0.218
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The alternative A1 is now the best for all criteria except K6 for which it is not worse
than assessments of other alternatives.

4 Conclusions

Iterative technologies of software design that used widely for development of software
products aiming to decrease of development time assume parallel processes running on
some stages of SDLC. Thus, change of requirements for the SWS during design
process requires amends in the architecture and respectively into all components of the
developed software product. It is offered to correct values of the software architecture
quality criteria with taking into account the requirements change to minimize the
impact of these changes on the final product quality and maximum avoid possible
corrections of the project.

The mathematical model is developed on the base of the “substitution – compen-
sation” method. The problems of corrections optimization have been formulated for the
SA global quality criterion as linear and nonlinear scalar convolutions and further they
were reduced to the problems of linear and nonlinear mathematical programming
correspondently. The use case for the developed method is represented to demonstrate
its capabilities.

It is planned as further researches to develop a CASE tool on the base of repre-
sented models for the processes automation of architecture corrections as a process
among other ones of projects management.
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Abstract. The advantages of quantum computing may be lost due to the
presence of various noises in real quantum devices. In this paper, generalized
Peres gates are studied using a solid-state model of a linear chain of atoms with
nuclear spin one half, which is implanted in a spin-free silicon matrix. The effect
of frequency noise on the correctness of gates operation is investigated on the
example of the one- and two-step algorithmic transitions. It is shown for the first
time that an imbalance by the magnitude of the resonance control frequency
leads to a significant decrease in the fidelity of correct gate operation on the
digital states. While for the superposition input signals stabilization of the
fidelity is observed to a level of 0.4–0.8 with an increase in the imbalance of the
resonance frequency. A similar effect takes place at time deviation of the fre-
quency around the resonant value. Minimum values of the frequency imbalance
parameters, which ensure correctness of the generalized Peres gate operation, are
proposed.

Keywords: Quantum computing � Fidelity � Generalized Peres gate �
Ising model

1 Introduction

Real quantum circuits, unlike ideal ones, have a variety of defects [1, 2]. They are
associated with both physical and technological factors. One of the peculiarities of
quantum systems is the high sensitivity of quantum bits to the interaction with the
environment. Such effect inevitably leads to a change in the state of the system, i.e.
causes decoherence, and hence errors in the implementation of quantum algorithms. At
present, several methods are developed to obtain fault-tolerant fidelity for various
physical implementations of qubits. In particular, we note the long-distance entan-
glement links, the nearest-neighboring topological codes etc. [3, 4]. In the well-known
model of a quantum computer proposed by Kane, nuclear spin states of Phosphorus in
spin-free silicon matrix enriched by 28Si isotope are considered as qubits [5]. For such
system, nuclear spin decoherence time is tens of minutes, and the control error rate does
not exceed 10−4 [6]. In addition, this system is highly technological in terms of its
integration into MOS-structures. Therefore, we consider such a system as promising
enough for the construction of a quantum processor [4, 20–24]. Fidelity of the
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one-qubit quantum gates in silicon was discussed in [7, 8]. However, the problem of
correct operation of multiqubit gates in the model of nuclear spin qubits in a semi-
conductor matrix remains unsolved.

A universal set of reversible one-, two-, and three-qubits gates (NOT, CNOT,
Toffoli gates) [9] shown in Fig. 1 is widely used in a reversible quantum design. This
set gives a possibility to synthesize an arbitrary reversible Boolean function both at the
logical and physical level using different technologies. The generalization of the three-
qubit gate is N-qubit Toffoli gate, which can be defined as

Yi ¼ Xi; 1� i�N � 1;
YN ¼ X1X2. . .XN�1 � XN

ð1Þ

where Xi and Yi = Xi (i = 1, …, N−1) are the input and output control qubits
respectively, and XN and YN are the input and output controlled qubits.

A generalized N-qubit Toffoli gate in the case N = 1 works as an inverter (NOT),
and at N = 2 – as a controlled inverter (CNOT). This generalization makes it possible
to develop an algorithm for the synthesis of reversible circuits based on the generalized
Toffoli gates [10]. The 3-qubit Peres gate combines CNOT and Toffoli gates functions,
that is, its output signals (Yi) can be defined by the input signals (Xi) as follows [11]:

Y1 ¼ X1;
Y2 ¼ X1 � X2;
Y3 ¼ X3 � X1X2:

ð2Þ

Such 3-qubit gate can be implemented using only 4 elemental quantum gates (the
quantum cost is 4), which is the minimal value for all known three-qubit gates and
allows reducing the quantum cost of complicated reversible quantum circuits. In the
paper [12] the generalized Peres gate was proposed (Fig. 1), for which:

Fig. 1. Symbolic representation of NOT, CNOT, 2-control Toffoli, 2-control Peres, and
generalized Peres gates.
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Yi ¼ �i
j¼1

Xj i ¼ 1; . . .; N � 1;

YN ¼ XN � X1X2. . .XN�1:
ð3Þ

The analysis of the generalized Peres gate regarding its circuit design and the
quantum cost was made in [12, 13], and the possibility of its physical realization within
the framework of the Ising model was presented by us in [14]. In this paper, we have
focused on the study of noise effect on the correctness of the generalized Peres gate
operation.

The rest of the paper is organized as follows. Section 2 defines the model of the
Peres gate based on a chain of coupled nuclear spins in a magnetic field. Section 3
presents the simulation results and discussion of the effect of frequency noise on the
correctness of generalized Peres gate operation.

2 The Model of the Peres Gate

The Peres gate can be described by means of a model of interacting nuclear spins (one
half) of Phosphorus atoms in the spin-free 13Si silicon matrix, which was discussed in
detail in [14]. The Hamiltonian of a chain of coupled nuclear spins in a constant
magnetic field can be written in the first approximation taking into account exchange
interaction between the nearest (J) and next-nearest (J’) neighbors [15]

Ĥ0 ¼ ��h
XN�1

k¼0

xkI
z
k þ 2J

XN�2

k¼0

IzkI
z
kþ 1 þ 2J

0 XN�3

k¼0

IzkI
z
kþ 2

 !
ð4Þ

The first term describes the interaction of N nuclear spins located at identical
distances along the x-axis with a strong constant in time magnetic field (0, 0, B(x)),
oriented along the z-axis. Here xk = cB(xk) (k = 0, 1, 2,…, N–1) is the Larmore fre-
quency of the k-th spin (k = 0, 1, 2,…, N−1); c is the proton gyromagnetic ratio.

The Hamiltonian (4) is diagonal in the basis of N-spins (qubits) register, which is a
tensor product of j0k [ ;j1k [ eigenstates of Izk operator. The energy spectrum of the
system can be found from the solution of the stationary Schrödinger equation [16], and
has the form:

En ¼ EiN�1...i1i0 ¼ � �h
2

XN�1

k¼0

�1ð Þikxk þ J
XN�2

k¼0

�1ð Þik þ ikþ 1 þ J
0 XN�3

k¼0

�1ð Þik þ ikþ 2

 !
ð5Þ

Transitions between the energy levels of the system are induced by the control
pulses of the transverse radiofrequency (RF) magnetic field (bcosxt, –bsinxt, 0) in
accordance with Pauli’s selection rules. The implementation of the Peres gate in the
presented model means providing algorithmic transitions between the energy levels of
the system in accordance with the truth-table. We have considered control action of the
radiofrequency field in the Hamiltonian of the system as a perturbation:
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ŴðtÞ ¼ � �hX
2

XN�1

k¼0

I þk exp ixtð Þ� þ I�k exp �ixtð Þ� ð6Þ

where I þk ¼ 0kj i 1kh j and I�k ¼ 1kj i 0kh j are the ascent and descent operators respec-
tively, Ω = cb is the Rabi frequency. The solution of the nonstationary Schrödinger
equation for H0 + W(t) with the corresponding initial conditions makes it possible to
find the probabilities of the allowed transitions. The methodology for solving this
problem is described in detail in our previous work [14].

For numerical simulation of the system we consider selective excitation regime,
which means realization of such condition:

X � J � x

Therefore, we set the parameters of the system (in units of 2p MHz) in the fol-
lowing way. Larmore frequencies for N nuclear spins (qubits) are determined by the
magnitude of the magnetic field in the z-direction B(xk) and were chosen as follows

xk ¼ 100 � 2k; k ¼ 0; 1; . . .;N � 1;

which is provided by a certain gradient of the magnetic field along the x-axis. The Rabi
frequency of the radiofrequency transverse magnetic field Ω = 0.1. The values of the
exchange interaction between the spins of the nearest and next-nearest neighbor qubits
are J = 5 and J’ = 0.5 respectively.

One-, two-, and three-qubit gates, namely, NOT, CNOT, and CCNOT gates were
tested previously using this model on the basis of 12C-13C diamond crystal [17]. In
particular, it was shown that correct operation of these gates is determined by such
parameters of the model as magnitude and gradient of the magnetic field, amplitude and
frequency of the transverse radiofrequency field, a distance between qubits. An inac-
curate setting of the specified parameters can lead to an imbalance of the system and
improper operation of the device. To evaluate a measure of good performance of the
generalized Peres gate, we will estimate the fidelity parameter [18, 19] as follows:

F ¼ WðtÞh W0ðtÞij ð7Þ

where W0(t) is the ideal wave function and W(t) is the real wave function.
The energy spectrum of the four-qubit system (N = 4) can be found from the

solution of the stationary problem (5). Generalized Peres gate is realized due to the
transitions between energy levels with a rotation of only one spin in accordance with
the Pauli principle. Allowed transitions that implement the four-qubit gate are [14]:

5j0100[ ! 7j0110[ ; 6j0101[ ! 8j0111[ ;
7j0110[ ! 5j0100[ ; 8j0111[ ! 6j0101[ ;
13j1100[ ! 9j1000[ ; 14j1101[ ! 10j1001[ :
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Here, the first four digits correspond to the control qubits and the last one to a
controlled qubit. For simplicity, we have given both decimal and binary notation.
Forbidden transitions

9 ! 15; 10 ! 16; 11 ! 13; 12 ! 14; 15 ! 12; and 16 ! 11

can be implemented in two steps, for example, the forbidden transition 9!15 can be
implemented in two different ways:

9j1000[ ! 13j1100[ ! 15j1110[ ; 9j1000[ ! 11j1010[ ! 15j1110[ :

For allowed transitions, the frequency of the radiofrequency field is determined by
the energy of the transition

xmn ¼ Em � En

�h
: ð8Þ

3 Simulation of the Noise in the Generalized Peres Gate

It is well known that the interaction of the system with the external environment has a
destructive effect on the correctness of quantum operations. At the atomic level, in
particular, temperature increase leads to the broadening of the energy levels, which is
equivalent to the inaccuracy of the setting of the control resonance frequency. In
addition, adjustment errors of the magnetic fields lead to a change in the Larmore’s and
Rabi frequencies, which also causes an imbalance of the system.

Let’s consider the effect of frequency noise on the correctness of the generalized
Peres gate operation for the digital and superposition quantum states. As quantitative
noise characteristic we take relative error η of the transverse radiofrequency magnetic
field generator settings at the end of p-pulse (t0 = p/Ω):

x ¼ xmn 1þgð Þ: ð9Þ

Comparison of the dependence F(η) calculated on the digital (blue curve) and the
superposition states (red curve) for the algorithmic transition 8 ! 6 of the generalized
Peres gate (N = 4) is presented in Fig. 2. Initial conditions in the superposition case
were chosen in the form of uniformly filled states kij with the probability 1/16:

Wð0Þ ¼ 1ffiffiffiffiffi
16

p
X15
0

kij : ð10Þ

As follows from Fig. 2, the fidelities for the superposition states are much larger
compared to the digital ones, which is particularly true with an increase of the relative
error η. In particular, the value of F varies approximately at the level of 0.8. This is the
same for two-step transition. Like the last ones, 12 ! 16 ! 14 and 12 ! 10 ! 14
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transitions were chosen. As can be seen from Fig. 3, the fidelities for the digital states
drop sharply to zero (blue and black curves) as the error of the generator frequency
settings increases. At the same time, the value of the fidelity for the superposition states
(magenta and orange curves) fluctuates at the level of 0.6 and 0.4 with an increase of
relative error η.

-0,002 -0,001 0,000 0,001 0,002
0,0

0,2

0,4

0,6

0,8

1,0

F

η

Fig. 2. Fidelity as a function of the relative error η for 8 ! 6 transition in the four-qubit Peres
gate. Superposition states (red), digital states (blue).
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0,0
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0,8
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F

η

Fig. 3. Fidelity as a function of the relative error η for 12 ! 16 ! 14 and 12 ! 10 ! 14
transitions in the four-qubit Peres gate. Digital states (black color – 12 ! 16 ! 14 transition,
blue color – 12 ! 10 ! 14 transition); superposition states (magenta color – 12 ! 16 ! 14
transition, orange color – 12 ! 10 ! 14 transition).
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From the analysis, it follows, that more stable operation of the four-qubit Peres gate
regarding the error of the generator frequency setting η of the algorithmic transitions is
a characteristic feature for the superposition states. Table 1 shows the results of the
frequency noise simulation for the Peres gate with different number N of the control
signals. Calculated fidelities indicate that the use of the superposition states provides a
more stable operation of the generalized Peres gate in respect to an imbalance of the
resonant frequency of the transitions. The superposition case is more stable than the
digital case due to the nonzero contribution to the fidelity parameter of certain states
involved in the transitions. Some terms of uniformly filled initial state always con-
tribute with the constant probability to the final state and the fidelity decays with an
increase of the parameter η more slowly than in the digital case.

In addition to the discussed above imbalance of resonance frequency, the known
fault of frequency generators is frequency deviations, i.e. small periodic frequency
fluctuations over time with respect to the equilibrium value. The effect of time
dependence of the generator frequency x = xmncos(dt) (d is the parameter of the time
variation of the generator frequency) on the correctness of the Peres gate operation
gives similar results (Figs. 4 and 5). The limits of the parameter d, which ensure correct
operation of the gate, were determined from the condition that the fidelity function
F reduces to 90%. Besides, as in the case of imbalance of the resonance frequency, the
use of the superposition states somewhat extends allowed limits of the time-dependent
change of the generator frequency. In addition, the fidelity function in the case of the
superposition states takes on values 50–90% in a wide range of the parameter d. This is
especially true for the one-stage transitions (e.g. 8 ! 6) where F *90% virtually
regardless of the parameter d. Calculations for other transitions of the four-qubit gate
give similar results, only the value limits of the parameters d and η are changed
(Table 1).

Table 1. Correctness of the operation of the generalized Peres gate

Number of
qubits

Imbalance of the resonance
frequency, relative units

Modulation of the resonance
frequency, 2p MHz

Digital states Superposition
states

Digital states Superposition
states

3 |η| � 1.4 ∙ 10−4 |η| � 6.62 ∙ 10−4 d � 2.22 ∙ 10−4 d � 3.22 ∙ 10−4

4 |η| � 7.21 ∙ 10−5 |η| � 3.24 ∙ 10−5 d � 1.54 ∙ 10−4 d � 2.16 ∙ 10−4

5 |η| � 3.42 ∙ 10−5 |η| � 1.47 ∙ 10−5 d � 6.51 ∙ 10−5 d � 8.78 ∙ 10−5
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The minimum values of the parameters η and d, which ensure correct operation of
the Peres gates with the number of qubits N = 3, 4, 5 are presented in Table 1. The
limits of parameter change necessary for correct gate operation were determined from
the analysis of the fidelity function for all possible transitions. For both the digital and
superposition states, the limits of correct operation are increased almost linearly with

0,0 1,0x10-3 2,0x10-3 3,0x10-3 4,0x10-3
0,0

0,2

0,4

0,6

0,8

1,0

F

δ, 2πMHz

Fig. 4. Fidelity as a function of the parameter d for 8 ! 6 transition in the four-qubit Peres gate
for the superposition states (magenta color) and digital states (blue color).

0,0 1,0x10-3 2,0x10-3 3,0x10-3
0,0

0,2
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0,8

1,0

F
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Fig. 5. Fidelity as a function of the parameter d for 12 ! 16 ! 14 and 12 ! 10 ! 14
transitions in the four-qubit Peres gate. Digital states (black color – 12 ! 16 ! 14 transition,
blue color – 12 ! 10 ! 14 transition); superposition states (red color – 12 ! 16 ! 14
transition, magenta color – 12 ! 10 ! 14 transition).
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the increase in the number of qubits of the generalized Peres gate. This allows
extrapolating the limits to the gate with an arbitrary number of qubits. As follows,
although the quantum cost increases linearly with the increase in the number of qubits
of the generalized Peres gate [14], the correctness of the gate operation at the same time
linearly decreases.

4 Conclusions

A model of generalized (N-qubit) Peres gate based on a chain of nuclear spins one half,
which is embedded in a spin-free silicon crystal, is proposed. The effect of the fre-
quency noise on the correctness of the Peres gate operation has been studied for the
digital and superposition quantum states. It was shown that an imbalance of the res-
onance control frequency by magnitude causes a significant decrease in the fidelity of
the gate operating on pure digital states. In the case of the superposition states the
fidelities are much larger compared to the digital ones. In particular, the fidelity for the
one-step transitions fluctuates around the value of 0.8. At the same time, the fidelity for
the two-step transitions decreases to 0.6–0.4. A similar effect takes place at a time
deviation of the frequency around the resonance. The fidelity for the superposition
states takes on values of 0.5–0.9 in a wide range of the parameter d. This is especially
true for the one-stage transitions where the fidelity is of 0.9. The limits of noise
parameters that provide correct gate operation of N-qubit Peres gate were determined. It
was found a linear reduction of resonance frequency imbalance parameters with an
increase in the number of qubits N.
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Abstract. This article is devoted to the problem of identifying propaganda in
text files. Developing methods and techniques that can be used for this analysis
is an important task, since the amount of propaganda is enormous. Such
amounts of information cannot be analyzed by specialists. A study of how
agitation is changing over time is valuable for understanding which areas of our
life are particularly covered by propaganda, how its rhetoric is changing, and
what impact it will have. All of the above indicates the relevance of research in
this area.
The objects of the research are the content of electronic media news, users,

and the interrelations between them.
The purpose of this work is to improve the accuracy of the classification of

textual information through the appropriate use of existing methods of data
mining using the most effective methods of text preprocessing and powerful
machine learning algorithms for classification problems.
The methods for solving the problem are considered to solve the problem of

classifying text information for spam filtration tasks, contextual advertising,
news categorization, creation of subject catalogs.
That is why it is necessary to automate the process of searching, filtering and

structuring text data. To solve this problem, the automated classification of texts
is used - the task of machine learning from the field of natural language pro-
cessing. The task of text classification has practical application in many areas,
for example, spam filtering, contextual advertising, news categorization, cre-
ation of thematic catalogs. Most methods of automatic classification of texts are
based on the assumption that the texts of each thematic heading contain certain
features, the presence or absence of which indicates the belonging of the text of
a rubric. The task of classification methods is to select the best following
characteristics and formulate rules, will decide whether to refer the text to a
certain category and conduct interactive drilling.
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1 Introduction

Since ancient times propaganda tools have been used to influence the opinion of
society. Indeed, propaganda is so powerful that everyone is prone to it. The main
channel of accepting propaganda by society is the mass media. The statistics of the
media credibility is impressive. Information dissemination is an industry with a turn-
over of more than $ 400,000,000,000 per year, of which 206,000,000,000 are spent on
mass information, that is, information produced and distributed in identical form to
consumers around the world. Everyone thinks verbally and is therefore more or less
susceptible to suggestions skillfully used by sales specialists, politicians, journalists,
fraudsters, sect organizers, special services and terrorists.

Thanks to the methods of machine and deep learning, it is possible to detect certain
patterns in the text data inherent of the propaganda resources. Such technologies will
allow users to check content for the presence of special linguistic constructions, words
and phrases that contribute to uncritical perception of information [1].

Existing means of text data analysis do not allow obtaining the desired results when
solving problems of classification of textual information, so there is a need to develop
new algorithms, based on the accumulated information can effectively classify textual
information.

This paper discusses the classification algorithms that used to identify propaganda
in the news content. The algorithms allowed to divide the data arrays into two classes:
“text with propaganda” and “text without propaganda”. If you carry out further clas-
sification (interactive drilling), you can determine which industry (politics, economy,
religion, etc.) the article belongs to. By calculating the ratio of articles that were
classified as “text with propaganda” to the total number of articles in this field, it is
possible to determine which of them are most susceptible to propaganda.

It should be noted that the proposed method can also be used to analyze posts in
social networks.

The article consists chapter “Introduction”, “Statement of problem”, “Identify the
signs”, “Discussion and Conclusion”. Chapter “Introduction” describes problem and
related work. Chapter “Statement of problem” describes mathematical model. Chapter
“Identify the signs” describes methods of building signs and test results.

1.1 Related Works

The analysis of propaganda is very important task. Computational propaganda [2] is a
term that neatly encapsulates this recent phenomenon—and emerging field of study—
of digital misinformation and manipulation. As a communicative practice, computa-
tional propaganda describes the use of algorithms, automation, and human curation to
purpose-fully manage and distribute misleading information over social media net-
works [3]. The studies [4] demonstrates both the ease with which malicious actors can
harness social media and search engines for propaganda campaigns, and the ability to
track and understand such activities by fusing content and activity resources from
multiple internet services.
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For analysis using many text mining methods and technologies. The work [5] is
devoted to the development of a general approach to methods of data mining for the
classification of textual information. As the proposed approaches to solving the
problem, algorithms TF-IDF, criterion v2, gradient boosting algorithm, logistic
regression, support vector method and naive Bayesian classifier are considered.

In the paper [6], an innovative similarity estimation method devoted to Kurdish text
documents is presented and studied in detail. The method is based on sentences and
words, under consideration, and their n-gram phrases. In research [7] provides the
accuracy and confidence level of multiple Neural Network architectures, Support
Vector Machine and Hidden Markov Model, with the Hidden Markov Model yielding
the best results reaching almost 70% accuracy for all languages.

In research [8] using TFT, IDFT transform and proposed approach with SGNB
classifier in combination of iterated Lovins stemmer, rainbow stop word removal and
word tokenizer. In research [9] proposed model combines several measures in order to
model the semantic similarity of words. These measures are: TFIDF, RBF functions,
oriented graphs and semantic altruism.

As we see analysis of propaganda is very actual tasks and many methods and
technologies can be used for this research.

2 Statement of Problems

The task of classifying text documents can be formulated as an approximation problem
for the unknown function Ф: D � C!{0,1} (how documents should be classified) via
the function K: D � C!{0,1}}, which is a classifier, where C ¼ c1; c2; . . .; c Cj j

� �
-

the set of possible categories, and D ¼ d1; d2; . . .; d Dj j
� �

- the set of documents

U dj; cj
� � ¼ 1; dj 2 cj

0; dj 62 cj

�
ð1Þ

A document dj is called a positive example of the category ci, if U dj; cj
� � ¼ 1, and

negative otherwise. If only one category can correspond to each document, then this is
a task of unambiguous classification, and if several - of multivalued classification.

Finding of a classifier for a set of categories is considered as a search for binary
classifiers.

Description of the data. The Internet Research Agency (IRA) is a well-known
Russian “troll” farm whose strategic goal is to cause discord among the American
population in the US political system. On February 16, 2018, special adviser Robert S.
Muller III accused thirteen Russian citizens and three Russian organizations of inter-
fering in US political and electoral processes. During the hearing, members of the
Committee noted the widespread activity of the IRA on Facebook: 3,393 purchased
ads, more than 11.4 million US users are exposed to these advertisements; 470
Facebook pages created by IRA employees with an audience of more than 126,000,000
Americans. The Facebook advertising posts used in the study were carefully reviewed
by the Minority Committee.
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According to the data provided to the Committee by Twitter, an analysis of the
relevant activities of the IRA from September 1 to November 15, 2016 shows that more
than 36,000 Russian IRA-related tweets about the US election. The bots influence
audience is 288 million Americans, the number of tweets linked to IRA accounts is
130, 000.

The data is as follows:

• _unit_id: unique identifier of the entry
• bias: neutral or propaganda
• message:

– post subject
– attack: criticism of political persons
– constituency: criticism of the political constituency
– information: US and US government news release
– media: media interaction message
– mobilization: a message for mobilizing supporters
– other: other types of messages
– personal: personal communication, most often with sympathy, support or

empathy, or with other personal opinions
– policy: a message about political policy
– support: message calling for political support

• embed: HTML message code
• source: the social network where the post was posted: twitter or facebook.
• text: the text of the message.

3 Identify the Signs

Identification of signs is one of the most important steps in learning the machine
learning algorithm.

Word2Vec is a model provided by Google that is trained on large text data boxes
and represents words as a vector in a 300-dimensional space. Its peculiarity is that
words similar in semantics are next to each other. Word2Vec is the “gold standard” for
textual data using deep learning. The model studies using two algorithms - the
“Continuous Bag-of-Words” (CBOW) model and the Skip-Gram model [10]. Algo-
rithmically, these models are very similar, except that CBOW predicts the target words
using words from the context, whereas skip-gram uses the inverse algorithm and
predicts the context using the target word. Google provides the ability to use trained
Word2Vec in 100-dimensional and 300-dimensional space, you can customize the
model for a specific task, touching it on its own body of text.

In solving this problem, the word2vec model in the 300-dimensional space was
supported by using political and political posts by Facebook and Twitter users. Case
size - 3 GB of text data. Figure 1 shows the generated 300-dimensional vector space of
words from the IRA corpus.
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The Stanford University research team proposed another method for constructing
semantic vector spaces, the model is trained on aggregated global statistics of word use
in the body of documents, and the resulting representations demonstrate interesting
linear substructures of the resulting vector space. Such a model is called Global Vectors
for Word Representation (GloVe) [11]. GloVe can be done on your own corpus of
texts, and it was done during the study. A comparative analysis of assessing the
efficiency of the classifier using the features of Word2Vec and GloVe is given in the
Analysis of Results section.

Algorithms Deep Learning. For the task of textual data classification, we used two
architectures of neural networks: LSTM (Long Short-Term Memory) recurrent and the
multichannel convolutional Neural Network. - CNN (Convolutional Neural Network).

LSTM network is a special case of recurrent neural networks. Information in
standard recurrent networks quickly transformed and disappears, does not allow to
implement long-term memory. Its architecture uses additional “gates”: a residual
memory valve, an inlet valve, and an output valve. The residual memory valve
implements the forgetting mechanism, which is to determine which information is no
longer needed and which one will be used in the future. The input valve determines
which input information can be useful and adds it to the long-term memory. The output
valve determines the information elements that are most likely to be needed in the near
term [12].

Fig. 1. IRA corpus vector word space
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To solve the problem, a hierarchical bidirectional LSTM (H-LSTM) is used. Words
in vector form are fed to the bidirectional LSTM at the sentence level. The final states
of the forward and reverse LSTM are combined together and sent to the two-level
LSTM layer. At each stage, the raw data of the direct and inverse LSTM are combined
and fed into the final layer, which calculates the probability distribution from the
propaganda coloring of the text. The deep network architecture is shown in Fig. 2.

Consider also used multichannel convolutional Neural Network. Convolutional
neural networks are most often used in computer vision problems, but studies show that
convolutional neural networks are also successfully used for processing natural lan-
guage [13].

Each convolution exhibits a specific special pattern. By changing the size of the
nuclei and combining their outputs, patterns of any size can be identified [14]. The
convolution layer multiplies the filter value by the original values of the vector rep-
resentations of the words, after which all the results are summarized. Patterns can be
expressions, for example, “I hate”, “very well”, and therefore convolutional networks
can identify them in a sentence, regardless of position [15].

It is generally accepted to periodically insert an assembly layer between each other
in successive convolution layers in the architecture of ConvNet. Its function is to
reduce gradually the number of parameters. The final layer is the fully-connected layer
with the decimation method. The main idea of which is instead of teaching a single
neural network to teach an ensemble of several neural networks, and then to average
the results obtained [16]. Networks for learning are obtained by dropping out neurons
with a certain probability q, so the probability that the neuron will remain in the
network is p = 1 − q. The “exception” of a neuron means that for any input data or
parameters it returns 0 [17].

Fig. 2. Hierarchical recurrent network architecture
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A fully connected layer outputs an N-dimensional vector to define a class. The
work is organized by referring to the feature map obtained in the previous step and
determining the properties that are most characteristic of a particular class. The
architecture of the convolutional Network is shown in Fig. 3.

Results. The results suggest that the best accuracy and F-score has a model that uses
features built by means of the word2vec model and with the Convolutional Neural
Network contingent neural network architecture (Table 1).

Figures 4, 5 and 6 show growth graphs of the accuracy of models on training data
and validation data. Based on the graphs, it can be argued that the model built using
CNN has achieved high validation accuracy. Figure 7 shows how long one epoch of
the algorithm takes for each architecture.

Fig. 3. Architecture of Convolutional Neural Network

Table 1. Test results

Method of building
signs

Neural network
architecture

Accuracy F-measure

TF-IDF LSTM 0.752 0.7
TF-IDF H-LSTM 0.788 0.74
TF-IDF CNN 0.761 0.72
Word2Vec LSTM 0.837 0.80
Word2Vec H-LSTM 0.882 0.82
Word2Vec CNN 0.877 0.83
Glove LSTM 0.843 0.77
Glove H-LSTM 0.858 0.79
Glove CNN 0.846 0.79
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Fig. 4. Accuracy graph for H-LSTM network

Fig. 5. Accuracy graph for LSTM network

Fig. 6. Accuracy graph for CNN network
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So, the CNN convolutional neural network algorithm has the best accuracy and the
best F-measure result.

4 Discussion and Conclusions

This article is devoted to the problem of identifying propaganda in text files. Devel-
oping methods and techniques that can be used for this analysis is an important task,
since the amount of propaganda is enormous. Such amounts of information cannot be
analyzed by specialists. A study of how agitation is changing over time is valuable for
understanding which areas of our life are particularly covered by propaganda (politics,
religion, etc.), how its rhetoric is changing, what impact it will have. All of the above
indicates the relevance of research in this area.

Modern neural network architectures, such as CNN, LSTM, H-LSTM, are effective
for solving text data processing problems. Convolutional network CNN showed the
best result −88.2% accuracy.

One of the advantages gained by computerized methods is that large amounts of
data can be analyzed, and it is easy to study changes over time. The algorithm allows to
realize the right of any person to be informed about the use of forced propaganda. To
accept or not this influence is the personal choice of everyone.

A further development of our research is the prediction of the influence of articles
or posts classified as propaganda on the opinions and decision-making of readers.
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Abstract. Recursive digital filter modelling is one of the tasks, which mod-
elling can be improved by using hypercomplex numbers. Existing models are
about data representation in canonical hypercomplex number system only.
However, canonical number systems have some restrictions. Applying the non-
canonical number systems gives more possibilities for filter simulation and its
further optimization by its parametric sensitivity since they have more structure
constants in Keli table.
The paper proposes a digital filter synthesis method, which is using non-

canonical hypercomplex number systems. Use of non-canonical hypercomplex
number system with greater number of non-zero structure constants in Keli table
can significantly improve the sensitivity of the digital filter.

Keywords: Hypercomplex numbers � Non-canonical number system �
Digital filter sensitivity � Filter sensitivity

1 Introduction

Using hypercomplex numerical systems (HNS) for data representation and processing
allow to improve the efficiency of various tasks simulation [1–6]. Among such tasks is
recursive digital filter modelling with the data representation in hypercomplex num-
bers. There are recursive filters models with hypercomplex coefficients in canonical
HNS which allow to reduce the total filter parametric sensitivity up to 20% comparing
to filters with real coefficients [7, 8]. However, the number of systems that can be used
for such models is limited by system dimension and multiplication table (Keli table)
form [9–11].

Each cell of Keli table for canonical HNS can have only one non-zero constant per
structure unit. Non-canonical HNS has more complex multiplication table form. Each
table cell can have up to n non-zero constants per structure units where n is HNS
dimension. Therefore, non-canonical HNS number of specific dimension is endless
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which gives huge possibilities for research. In particular, it is building the digital filter
with the coefficients in non-canonical HNS with better parametric sensitivity
performance.

The general approach of using canonical HNS in the amplitude-frequency char-
acteristics construction is already described in [7, 8]. Calculation of filter sensitivity
with hypercomplex numbers is investigated in [12–14]. Use of non-canonical HNS
makes possible to synthesize the reversible digital filters with better parametric sen-
sitivity performance.

2 Digital Filters with Real and Hypercomplex Coefficients
Equivalenting Method

Filter structure synthesis method by converting the digital reversible filter of n order
with real coefficients to the digital reversible filter of the first order with hypercomplex
coefficients will be used, described in detail in [7].

Consider a digital filter of order 3 with real coefficients, with transfer function:

HR ¼ u3z
�3 þu2z

�2 þu1z
�1 þu0

/3z�3 þ/2z�2 þ/1z�1 þ 1
: ð1Þ

Then, following the procedure described in [12], it can be converted to the first-
order digital filter which frequency response is:

HC ¼ AþBz�1

1þCz�1 ¼
ðAþBz�1Þ � ð1þCz�1Þ

Nð1þCz�1Þ : ð2Þ

Hypercomplex coefficients A;B;C belong to some HNS of dimension 3. In (2)
conjugate and norm N are defined in accordance with the formulas defined for HNS,
which is used.

Let us consider non-canonical HNS of dimension 3 with multiplication table, which
has 4 non-canonical non-zero constants. HNS Cðe; 3Þ, which multiplication table is
represented in Table 1, is isomorphic to hypercomplex number system R� C, which is
sum of real and complex numbers with the multiplication table, which is represented in
Table 2.

Table 1. Keli table for HNS Cðe; 3Þ
Cðe; 3Þ e1 e2 e3
e1 e1 e2 e3
e2 e2 �e1 þ e3 �2e2
e3 e3 �2e2 2e1 � e3
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From the given multiplication tables we can see that calculations in system R� C
are much easier. This fact will be used to enhance the digital filter performance.

Then the coefficients of the transfer function HC are of the form: A ¼ a1e1 þ
a2e2 þ a3e3, B ¼ b1e1 þ b2e2 þ b3e3, C ¼ c1e1 þ c2e2 þ c3e3, A;B;C 2 Cðe; 3Þ.

When substituted to (2) and transformed we obtain the first-order digital filter
transfer function with hypercomplex coefficients in Cðe; 3Þ:

HC ¼ a1 þ K
z þ M

z2 þ L
z3

1þ T
z þ P

z2 þ Q
z3

ð3Þ

where

K ¼ a2c2 � a3c3 � 3a1c3 þ 2a1c1 þ b1;

M ¼ �2b3c3 þ c2a2c3 þ c2a2c1 � 3a1c1c3 þ c2b2 � 2a3c1c3 þ 4a3c23 þ 2a1c22 þ a1c21 þ 2a3c22
�3b1c3 þ 2a1c23 þ 2b1c1;

L ¼ c2b2c3 þ b1c
2
1 � 2b3c1c3 þ c2b2c1 þ 2b1c22 � 3b1c1c3 þ 2b1c23 þ 2b3c22 þ 4b3c23

T ¼ 3c1 � 3c2;

P ¼ �6c1c3 þ 3c22 þ 3c21;

Q ¼ 3c1c22 þ 3c22c3 þ c31 � 3c21c3 þ 4c33:

Consider a specific example of a third-order filter with real coefficients and the
transfer function [7]:

H ¼ 0:287589þ 0:6888683 � z�1 þ 0:6888683 � z�2 þ 0:287589 � z�3

1þ 0:418204 � z�1 þ 0:473048 � z�2 þ 0:061292 � z�3

Now the coefficient values a1; a2; a3; b1; b2; b3; c1; c2; c3 shall be obtained.
Using the method described above, the coefficients of the denominator are equated

with the same z�i and the values of hypercomplex coefficients a1; a2; a3; b1; b2; b3;
c1; c2; c3 are found. Thus, we obtain the following system:

Table 2. Keli table for HNS R� C

R� C E1 E2 E3

E1 E1 0 0
E2 0 E2 E3

E3 0 E3 �E2
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T ¼ 3c1 � 3c2 ¼ 0:418204;
P ¼ �6c1c3 þ 3c22 þ 3c1 ¼ 0:473048;
Q ¼ 3c1c22 þ 3c22c3 þ c31 � 3c21c3 þ 4c33 ¼ 0:061292;

8<
: ð4Þ

where c1 ¼ 0:14032523, c2 ¼ �0:371821, c3 ¼ 0:0009239.
Substitute these values to the transfer function (3) numerator and equate to the

corresponding coefficients of the transfer function of the real filter:

a1 ¼ 0:287589
0:2778788a1 � 0:371821a2 � 0:0018478a3
þ b1 ¼ 0:6888683
�0:0018478b3 � 0:0525194a2 þ 0:295806a1
�0:3718209b2 þ 0:276246a3 þ 0:2778788b1 ¼ 0:6888683
�0:0525194b2 þ 0:2958055b1 þ 0:276246b3 ¼ 0:287589

8>>>>>><
>>>>>>:

ð5Þ

Express a1; a2; b1; b3 by a3; b2 and obtain the filter parameters as a function of
variables a3; b2.

a1 ¼ 0:287589
a2 ¼ 8:4463122� 5:3701297a3 þ 7:2213929b2
b1 ¼ 3:7494689� 1:9948788a3 þ 2:6850649b2
b3 ¼ �2:9738909þ 2:1361279a3 � 2:685065b2:

ð6Þ

3 Parametric Sensitivity Optimization Method

Digital filter parametric sensitivity is the sensitivity of the digital filter transfer function
HðwÞj j to the coefficients variations of the filter transfer function [10–12]. Parametric
sensitivity function allows us to analyze the impact of coefficients error on the output
signal. For the filters with hypercomplex coefficients research we need to consider the
possible cumulative error for each of the transfer function coefficients.

Total parametric sensitivity of a first-order filter with hypercomplex coefficients in
HNS of dimension 3 is defined by the formula [8]:

RCS ¼
X9
i¼1

ai
Hj j �

@ Hj j
ai

�����

����� ð7Þ

where a1 ¼ a1, a2 ¼ a2, a3 ¼ a3, a4 ¼ b1, a5 ¼ b2, a6 ¼ b3, a7 ¼ c1, a8 ¼ c2,
a9 ¼ c3.

Parameters a3; b2 can be of any value in system (6). Suppose, that a3 ¼ b2 ¼ 0.
Then, total parametric sensitivity of the filter with hypercomplex coefficients will be
built by the formula (7). But overall sensitivity will be greater than for the filter with
real coefficients (see Fig. 1) [14].
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Ratio plot of the total parametric sensitivity of the filter with hypercomplex coef-
ficients to the total parametric sensitivity of the filter with real coefficients is presented
in Fig. 2. In this case, the hypercomplex filter sensitivity is much higher than one of a
real filter.

Fig. 1. Total parametric sensitivity for the filters with real (- - -) and hypercomplex coefficients
in system Cðe; 3Þ and a3 ¼ b2 ¼ 0(——–).

Fig. 2. Total parametric sensitivity RCS of the filter with hypercomplex coefficients to the total
parametric sensitivity of the filter with real coefficients ratio.
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Filter parameters a3; b2 may take different values without altering the transfer
function, as we can see from (6). This can be used to optimize the filter parametric
sensitivity.

So, values for a3; b2 shall be chosen to satisfy conditions (5) and at the same time to
optimize a certain criterion. Calculate total sensitivity function to build this criterion,
expressing all its components via a3; b2.

Sensitivity function is positive on the whole interval x ¼ 0::2p, so the optimality
criterion can take the parametric sensitivity sum for a certain set of values x, with
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parameters values a3; b2. We select the 33 evenly distributed points on the interval
f0::2pg and calculate the function values at each point, given the fact that
z ¼ sinðxÞþ i � cosðxÞ. Then construct the optimality criterion SRCSðx; a3; b2Þ to
minimize.

The function SRCSðx; a3; b2Þ is too cumbersome and can’t be represented in scope
of this article. It was also unsuccessful to apply a gradient optimization method, since
function differentiation by the components a3; b2 is very complex.

It is sufficient to find the approximate optimum to prove the described method
efficiency of digital filter synthesis. This became possible with help of function three-
dimensional graph construction, which used procedures of analytical calculations
MAPLE. At the same time it can be a multistage procedure: first select the wide scope
of the search, then it narrows. Accordingly, in Fig. 3 a wide-range search area is
presented, in Fig. 4 – narrowed one.

3
2

(
,

,
)

R
C
S

S
a

b
ω

Fig. 3. SRCSðx; a3; b2Þ plot wide range search area; a3 2 f�10::10g; b2 2 f�10::10g.
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Figure 5 is showing the parametric sensitivity changes graph near one of the
obtained local minimum with a3 ¼ �0:2316615, b2 ¼ �1:2783899677.

Fig. 4. SRCSðx; a3; b2Þ plot for narrow range search area; a3 2 f�0:25::0:05g, b2 2
f�1:4::� 1:25g.

Fig. 5. Total parametric sensitivity RCS of the filter with hypercomplex coefficients after
optimization procedure depending on the frequency x.
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The sensitivity of the filter with hypercomplex coefficients in Cðe; 3Þ system to the
sensitivity of the filter with real coefficients ratio is shown in the Fig. 6, which shows
that the hypercomplex filter sensitivity is lower than the one of the real filter.

In Fig. 7 it is shown the total sensitivity of filters before and after the optimization
procedure.

Fig. 6. Ratio of the sensitivities of the filter with hypercomplex coefficients in Cðe; 3Þ to the one
with real coefficients.

Fig. 7. Total parametric sensitivity for the filters with real (- - -) and hypercomplex coefficients
in system Cðe; 3Þ before (——–) and after (-�-�-) optimization.

456 Y. Kalinovsky et al.



www.manaraa.com

To implement the digital filter model the analytical and software tools are expanded
in the MAPLE system. In particular, these tools include the definition of basic prop-
erties and operations for non-canonical HNS; non-canonical HNS structure construc-
tion according to given criteria; set of non-canonical HNS determination for
representing the digital filter coefficients [15, 16].

The main results of the digital filter sensitivity optimization are represented in
Table 3. It shows the averaged parametric sensitivity change of the filter with coeffi-
cients in the non-canonical HNS calculated using the optimality criterion compared to
the filter with real coefficients. In comparison with the known works on parametric
sensitivity optimization of the filters with hypercomplex coefficients [10, 12], we get
the maximum decrease in sensitivity up to 43%. It is possible to further optimize
parametric sensitivity by searching and analyzing other non-canonical HNS.

4 Conclusions

In this article a digital filter synthesis method is proposed with coefficients in non-
canonical HNS. At the same time, total parametric sensitivity of such filter is increased
for the case when some random coefficients are used.

Total parametric sensitivity decrease method is implemented. It is shown that this
method application can decrease filter parametric sensitivity up to 43%. At the same
time, precise optimization of the target function SRCSðx; a3; b2Þ requires additional
research.
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Abstract. We present an approximation algorithm to solve the NP-hard
scheduling problem of minimizing the total tardiness on identical parallel
machines with a common due date and release dates of jobs. The algorithm has
an estimate of the maximum possible deviation of its approximate solution from
the optimum for each individual problem instance. It is based on the PSC-
algorithm for the problem with equal release dates of jobs. Sufficient signs of
optimality of a feasible solution and the estimate of the deviation of the obtained
functional value from the optimum are known for the PSC-algorithm. The
functional value obtained by the PSC-algorithm is the lower bound of the
deviation of the functional value obtained by the approximation algorithm from
the optimum for each individual problem instance. We give the computational
data for test instances with dimensions of up to 40,000 jobs and 30 machines.
The research shows that the developed algorithm is a very efficient method for
the problem solving which allows to solve problems of any practical dimension.
The average frequency of an optimal solution obtaining was 29.7%, and the
average deviation from the optimum was 6.12%.

Keywords: Planning � Process automation � Scheduling �
Combinatorial optimization � Approximation algorithm � Total tardiness �
Identical parallel machines � Common due date � Release dates of jobs

1 Introduction

Scheduling problems play important role in calendar and operational planning pro-
cesses automation for discrete-type productions. Such productions include, in partic-
ular, aircraft manufacturing, shipbuilding enterprises, and small-series productions.
Almost all scheduling problems are NP-hard problems of combinatorial optimization.
Therefore, creation of efficient approximation algorithms is of great importance for
solving a number of practical large dimensional problems.
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Many state-of-the-art scheduling methods are described in the book [1] and also in
papers [2–4]. A review of efficient methods for exact exponential algorithms con-
struction can be found in [5]. Some new scheduling methods, with an emphasis on
cloud computing, are considered in a recent review [6]. Papers [7–9] research the
methods for combinatorial problems solving using parallel computing systems. Parallel
and cloud computing [10] and scheduling with restrictions on resources [11] are
intensively developing research fields.

We consider in this paper the problem of minimizing the total tardiness on identical
parallel machines with a common due date and release dates of jobs (TTP). It is used in
the algorithmic ware of the four-level model of planning (including operative planning)
and decision making presented in [12]. The interest for tardiness criterion is due to its
practical effect in the real life [13]. This criterion is among the most interesting criteria
for production systems, especially in the current situation where competitiveness is
becoming more and more intensive. Suppliers do ensure their markets and customers.
For that, they must have a high service quality while focusing on delivery dates.

The TTP Problem Statement. Given a set J of n jobs. For each job j 2 J, we know its
processing time lj on one of m identical parallel machines. All jobs have the same due
date d. Machines’ idle times and interruptions in a job’s processing are not allowed. Job
j can start no earlier than the specified release date rj, 0� rj\d. We need to build a
schedule of jobs j 2 J on m machines that minimizes the function:

f ¼
X
j2J

max 0; Cj � d
� � ð1Þ

where Cj is the completion time of a job j.
This problem belongs to the class of NP-hard problems. It is shown in [14] that this

problem is NP-hard already for the case when all jobs arrive simultaneously, i.e.
rj ¼ 0 8j 2 J. For this case, [15] gives an estimate of the deviation of a solution from
the optimum, and these results were improved in [16] where a PSC-algorithm for the
problem solving was given. The theory of PSC-algorithms [17] is a new direction
allowing to solve large dimension NP-hard problems in a general formulation exactly
and efficiently. When sufficient signs of optimality of current solutions are fulfilled,
PSC-algorithms allow to obtain an exact solution by a polynomial subalgorithm.
Otherwise, we obtain an efficient exact solution by an exponential subalgorithm or an
approximate solution with an estimate of the deviation from the optimum for practical
problem instances of large size (up to tens of thousands of jobs).

Unified heuristics and annotated bibliography for a large class of scheduling
problems with tardiness criteria are presented in [18]. Kovalyov et al. [19] show that
there is no polynomial approximation algorithm with a guaranteed relative error of a
solution for the problem in its original formulation unless P = NP. Jouglet and
Savourey [20] developed a branch and bound algorithm describing new domination
rules for the total weighted tardiness problem on parallel machines with distinct release
dates and due dates. Their method is based on solving methods for single machine
problems. They indicated that Azizoglu and Kirca [21], Yalaoui and Chu [22], as well
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as Shim and Kim [23], solved the total tardiness problem on identical parallel machines
with equal release dates and distinct due dates by branch and bound algorithms and
domination rules. Problems with distinct release dates and due dates with total and total
weighted tardiness criteria are NP-hard in the strong sense [24]. Several lower bounds
were proposed for them in [25]. Tanaka and Fujikuma [26] developed a dynamic
programming algorithm with successive sublimation for these problems. It is stated in
[24] that the weighted tardiness problem with equal processing times is solvable in
pseudo-polynomial time. Lawler et al. [27] indicated that the total tardiness problem on
a single machine with a common due date and without release dates is solved in O n2ð Þ
time. Its version with job weights is NP-hard in the ordinary sense [28].

The above analysis of related works shows that the considered problem in original
formulation is practically not presented in the scheduling literature. This explains the
need for its consideration. The purpose of this paper is to develop, for the first time, an
approximation algorithm for the TTP problem solving with an estimate of the maxi-
mum possible deviation of the approximate solution from the optimum for each
individual problem instance.

The rest of the paper is organized as follows. In Sect. 2, we give theoretical
provisions for TTP problem solving in the case of equal release dates of jobs [16]. Also
we present the developed approximation algorithm for the problem solving with
unequal release dates. In Sect. 3, we present information about experimental studies of
the approximation algorithm. Section 4 describes our findings.

2 Approximation Algorithm for the Problem Solving

The Approximation Algorithm AA for TTP problem solving includes two units. In the
first unit, we solve the problem at equal release dates by the PSC-algorithm (polyno-
mial scheme A1 [16]). The PSC-algorithm includes an approximation algorithm that
yields an exact solution if a sufficient sign of optimality is satisfied on the obtained
solution. Otherwise, it yields an approximate solution with an estimate of the deviation
of the functional value from the optimum. The solution obtained by the PSC-algorithm
is the basis for the second unit, scheduling for the case when the release dates of jobs
are specified.

Let us present some theoretical foundations of the PSC-algorithm for the problem
solving with equal release dates [16].

To build an initial schedule, we create a list of jobs in non-decreasing order of their
processing times and assign each next job from the list to machine with a minimum
release time (completion time of all assigned jobs). We assign the first jobs at time
zero. As a result of such assignment, jobs of the set J are split into subsets Pi rð Þ; Si rð Þ,
Qi rð Þ, according to the following notation.
Pi rð Þ is the set of non-tardy jobs in the schedule of machine i;
Si rð Þ is the set of “straddling” tardy jobs in the schedule of machine i for which
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Cj � lj\d;Cj [ d; 8j 2 Si rð Þ

where Cj � lj is the start time of a job j;
Qi rð Þ is the set of “fully” tardy jobs in the schedule of machine i for which

Cj � lj � d; 8j 2 Qi rð Þ:

Let us denote:

P ¼
[
i¼1;m

Pi; S ¼
[
i¼1;m

Si; Q ¼
[
i¼1;m

Qi;

Here and after, p; q means the interval of integers from p to q: p; q ¼ p; pþ 1; . . .; q.
Ri rð Þ the time reserve of machine i in a schedule r: Ri rð Þ ¼ d � P

j2PiðrÞ
lj;

Di rð Þ the tardiness of straddling job j 2 Si rð Þ in regard to the due date:

Di rð Þ ¼
X

j2PiðrÞ
S

SiðrÞ
lj � d:

Theorem 1 [15]. There is an optimal schedule that satisfies the conditions:

1. P[ S ¼ 1; 2; . . .; P
S
Sj jf g;

2. If P
S
Sj j\n, then

P
j2Pi

S
Si

lj � d and Qi contains those and only those elements

which differ from P[ Sj j þ i by an amount which is a multiple of m, i ¼ 1;m.

LetWPS denote a class of schedules that correspond to the conditions of Theorem 1.
And let WPS lð Þ be a class of schedules corresponding to the condition:
P rð Þ [ S rð Þj j ¼ l where l is a natural number. We can write that WPS lð Þ � WPS. An
optimal schedule r� belongs to at least one of the classes WPS lð Þ at some l ¼ l�. The
number of different non-empty classes WPS lð Þ does not exceed m [15].

We distinguish from the class WPS a class of schedules WP � WPS satisfying the
following additional conditions:

1. P ¼ 1; 2; . . .; Pj jf g;
2. min

j2SðrÞ
lj [ max

i¼1;m
Ri rð Þ;

3. If ljk � ljl , then Cjk � ljk �Cjl � ljl 8jk; jl 2 S rð Þ.

Definition 1. A schedule with the same number of tardy jobs on all machines is called
an even schedule.

The number of tardy jobs on machines differs by a maximum of one in the class WP

[16]. We determine Ri rð Þ on machines with a smaller number of tardy jobs and Di rð Þ
on machines with a larger number of tardy jobs.
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Two sufficient signs of optimality of a feasible solution were proved in [16]:

1. An even schedule r 2 WP is optimal.
2. If XR rð Þ ¼ min RR rð Þ;DR rð Þð Þ ¼ 0 in a schedule r 2 WP, then the schedule r is

optimal.

Let us introduce the new class W rPð Þ � WPS that consists from arbitrary schedules
r obtained as a result of sequential directed permutations that we perform in an
arbitrary order decreasing DR rð Þ and, consequently, RR rð Þ.
Theorem 2 [16]. The following estimate of deviation of the functional value from the
optimum is valid for any schedule r 2 W rPð Þ:

f rð Þ � f r�ð Þ�XR rð Þ:

We need to build a schedule of jobs on the machines in which either RR rð Þ or
DR rð Þ takes the minimum value. The PSC-algorithm from [16] is based on permuta-
tions of jobs from machines with larger number of tardy jobs to machines with a
smaller number of tardy jobs if DR rð Þ[RR rð Þ and vice versa in the opposite case. If
at least one of the signs of optimality was fulfilled during the solving process, then we
have obtained an optimal schedule. Otherwise, the value of XR rð Þ is the maximum
possible deviation from the optimum of the solution obtained by the PSC-algo-rithm.

The Approximation Algorithm AA: Second Unit. Consider the schedule obtained
after the first unit execution. Sort all jobs of the sets P and S (together) in non-
decreasing order of release dates. Select jobs with a minimum release date and schedule
each one to a machine with a minimum release time, but not earlier than their release
dates. If there are several options, select a job with a minimum processing time. If the
release time on any machine becomes greater than or equal to the due date, then
schedule the job to the next machine and stop scheduling jobs from the sets P and S to
the current machine. If, as a result of the execution of the algorithm, all the jobs from
the sets P and S were scheduled, then arrange the jobs of the set of tardy jobs Q in non-
decreasing order of their processing times and schedule each next job of the set Q to the
machine with a minimum release time. Denote the obtained schedule by rPS. If for a
current job from the sets P and S we could not find a machine for scheduling without
the machine’s idle time, then we select a job from the set Q for scheduling, likewise
choosing jobs with a minimum release date and scheduling each one to a machine with
a minimum release time, but not earlier than their release dates. Then, we return to the
scheduling of jobs from the sets P and S repeating the same procedure. If, after
performing this procedure and assigning some job, an idle time exists on the machine,
then we shift the beginning of all the jobs on this machine to a later time to eliminate
the idle time. We perform similar steps until we schedule all jobs.

Theorem 3. The signs of optimality and the estimate of the deviation from the opti-
mum XR rð Þ presented above for the PSC-algorithm, are valid for the schedule rPS.

Proof is obvious, since the schedule rPS meets the requirements to the class WP.
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Theorem 4. Any schedule obtained by the Approximation Algorithm has not lesser
functional value than the schedule obtained by the PSC-algorithm in the first unit.

Proof. The PSC-algorithm builds a schedule for the job release dates equal to zero.
A shift of jobs to a later time, due to the fact that they obtain the release dates, leads to
an increase in the total tardiness.

Justification of the Algorithm. The algorithm is built on directed permutations per-
formed according to the following principle. The sets P and S should include the
shortest jobs from the entire set of jobs that meet the requirements of the class WP

described in the first unit. The remaining jobs are scheduled according to the rule: the
shortest job to the machine with the minimum release time. Theorems 3 and 4 are valid
for the resulting schedule. For this cause, we execute the first unit of the algorithm and
thereby determine the jobs of the sets P and S. And the functional value obtained in the
first unit is an estimate of the maximum possible decrease of the functional value for
the approximation algorithm.

The above algorithm also minimizes the start times of jobs, satisfying their release
dates as it should be.

3 Computational Studies of the Algorithm

To carry out the computational studies of efficiency of the algorithm, we used instances
generator/solver written in C# in Microsoft Visual Studio 2010 environment. We chose
processing times of jobs from uniform distribution within interval 1; 200½ �.

The due date was calculated as 0:7 L=m where L is the sum of processing times of
all jobs. The release dates of jobs were chosen from uniform distribution within 0; d½ Þ.
We researched problems with up to 40,000 jobs and 30 machines. We carried out 100
tests for each pair n; mð Þ on a personal computer with 2 GB of RAM and a Pentium IV
processor that has 3.0 GHz frequency.

We show in Table 1 and in Fig. 1 the average (for 100 generations and runs)
solving time by Approximation Algorithm AA depending on the numbers of jobs n and
machines m.

Table 1. Average solving time (in milliseconds) by Approximation Algorithm AA depending
on the problem size.

n m

5 10 15 20 30

3000 3.73 6.29 6.57 6.23 7.19
5000 51.50 43.61 22.79 22.79 42.44
10,000 177.81 246.39 238.02 179.43 134.88
20,000 980.67 1142.74 998.88 959.86 626.16
40,000 3706.33 4050.73 4716.33 4451.87 2695.27
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Table 2 shows the average percentage of deviation of the functional value from the
optimum for 100 generations and runs of the algorithm AA.

The average frequency of an optimal solution obtaining was 29.7%. The average
deviation fromanoptimal solutionwas 6.12%, themaximumdeviationwas less than15%.

The above algorithm also allows to solve much larger dimension instances in a
reasonable time. For example, we have obtained a solution to the problem with 1
million jobs and 200 machines in only 6.5 min.

4 Conclusions

For the first time ever, we have developed an approximation algorithm for TTP
problem solving with an estimate of the maximum possible deviation of the approxi-
mate solution from the optimum for each individual problem instance. The algorithm is
based on the PSC-algorithm [16] which yields an exact solution if a sufficient sign of
optimality is fulfilled for the obtained solution. Otherwise it yields an approximate
solution with an estimate of the deviation of the functional value from the optimum. If
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Fig. 1. Solving time for the problem instances of various dimensions (ms)

Table 2. Average percentage of deviation of the functional from the optimum for 100 runs

n m

5 7 10 15 20 30

100 9.09 5.75 5.84 7.39 6.91 8.15
200 5.81 9.41 6.19 6.86 6.14 8.16
400 5.22 5.79 8.40 5.74 6.14 7.12
600 4.95 5.09 8.50 5.74 8.25 7.10
800 4.91 4.84 6.60 5.76 6.44 7.08
1000 4.92 4.76 4.99 6.09 6.45 7.08
1500 4.91 4.70 4.83 5.73 6.20 7.11
2000 4.91 4.70 4.71 5.72 6.15 7.10
2500 4.91 4.69 4.76 5.73 6.14 7.08
3000 4.91 4.69 4.71 5.72 6.14 7.08
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the obtained approximate solution meets the requirements of class WP, then the suf-
ficient signs of optimality and the estimate XR rð Þ of the deviation from the optimum
are valid for it. The functional value obtained by the PSC-algorithm is the lower bound
of the functional value obtained by the approximation algorithm for each individual
problem instance.

We have presented the statistics for solving instances with dimensions up to 40,000
jobs and 30 machines. The average frequency of an optimal solution obtaining was
29.7%. The average deviation from an optimal solution was 6.12%, the maximum
deviation was less than 15%.

The above algorithm also allows to solve much larger dimension instances in a
reasonable time. For example, we have obtained a solution to the problem with 1
million jobs and 200 machines in only 6.5 min. Thus, the algorithm is very fast, it also
does not require a lot of memory resources. Therefore, it is a very efficient method of
the problem solving and can be used in production operational control systems.

References

1. Pinedo, M.L.: Scheduling: Theory, Algorithms, and Systems. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-26580-3

2. Heydari, M., Hosseini, S.M., Gholamian, S.A.: Optimal placement and sizing of capacitor
and distributed generation with harmonic and resonance considerations using discrete
particle swarm optimization. Int. J. Intell. Syst. Appl. (IJISA) 5(7), 42–49 (2013). https://doi.
org/10.5815/ijisa.2013.07.06

3. Wang, F., Rao, Y., Wang, F., Hou, Y.: Design and application of a new hybrid heuristic
algorithm for flow shop scheduling. Int. J. Comput. Netw. Inf. Secur. (IJCNIS) 3(2), 41–49
(2011). https://doi.org/10.5815/ijcnis.2011.02.06

4. Cai, Y.: Artificial Fish School Algorithm applied in a combinatorial optimization problem.
Int. J. Intell. Syst. Appl. (IJISA) 2(1), 37–43 (2010). https://doi.org/10.5815/ijisa.2010.01.06

5. Fomin, F.V., Kratsch, D.: Exact Exponential Algorithms. Springer, Heidelberg (2010).
https://doi.org/10.1007/978-3-642-16533-7

6. Soltani, N., Soleimani, B., Barekatain, B.: Heuristic algorithms for task scheduling in cloud
computing: a survey. Int. J. Comput. Netw. Inf. Secur. (IJCNIS) 9(8), 16–22 (2017). https://
doi.org/10.5815/ijcnis.2017.08.03

7. Garg, R., Singh, A.K.: Enhancing the discrete particle swarm optimization based workflow
grid scheduling using hierarchical structure. Int. J. Comput. Netw. Inf. Secur. (IJCNIS) 5(6),
18–26 (2013). https://doi.org/10.5815/ijcnis.2013.06.03

8. Mishra, M.K., Patel, Y.S., Rout, Y., Mund, G.B.: A survey on scheduling heuristics in grid
computing environment. Int. J. Mod. Educ. Comput. Sci. (IJMECS) 6(10), 57–83 (2014).
https://doi.org/10.5815/ijmecs.2014.10.08

9. Sajedi, H., Rabiee, M.: A metaheuristic algorithm for job scheduling in grid computing. Int.
J. Mod. Educ. Comput. Sci. (IJMECS) 6(5), 52–59 (2014). https://doi.org/10.5815/ijmecs.
2014.05.07

10. Hwang, K., Dongarra, J., Fox, G.: Distributed and Cloud Computing: From Parallel
Processing to the Internet of Things. Morgan Kaufmann, Burlington (2012)

11. Brucker, P., Knust, S.: Complex Scheduling, 2nd edn. GOR-Publications Series. Springer,
Heidelberg (2012). https://doi.org/10.1007/978-3-642-23929-8

466 A. A. Pavlov et al.

http://dx.doi.org/10.1007/978-3-319-26580-3
http://dx.doi.org/10.5815/ijisa.2013.07.06
http://dx.doi.org/10.5815/ijisa.2013.07.06
https://doi.org/10.5815/ijcnis.2011.02.06
http://dx.doi.org/10.5815/ijisa.2010.01.06
http://dx.doi.org/10.1007/978-3-642-16533-7
http://dx.doi.org/10.5815/ijcnis.2017.08.03
http://dx.doi.org/10.5815/ijcnis.2017.08.03
https://doi.org/10.5815/ijcnis.2013.06.03
http://dx.doi.org/10.5815/ijmecs.2014.10.08
http://dx.doi.org/10.5815/ijmecs.2014.05.07
http://dx.doi.org/10.5815/ijmecs.2014.05.07
http://dx.doi.org/10.1007/978-3-642-23929-8


www.manaraa.com

12. Zgurovsky, M.Z., Pavlov, A.A.: Algorithms and software of the four-level model of
planning and decision making. In: Combinatorial Optimization Problems in Planning and
Decision Making: Theory and Applications. 1st edn. Studies in Systems, Decision and
Control, vol. 173, pp. 407–518. Springer, Cham (2019). https://doi.org/10.1007/978-3-319-
98977-8_9

13. Yalaoui, F.: Minimizing total tardiness in parallel-machine scheduling with release dates.
Appl. Evol. Comput. 3(1), 21–46 (2012). https://doi.org/10.4018/jaec.2012010102

14. Tanaev, V.S., Gordon, V.S., Shafransky, Y.M.: Scheduling Theory. Single-Stage Systems.
Springer, Dordrecht (1994). https://doi.org/10.1007/978-94-011-1190-4

15. Tanaev, V.S., Shkurba, V.V.: Vvedenie v Teoriju Raspisaniy (Introduction to Scheduling
Theory). Nauka, Moscow (1975). (in Russian)

16. Zgurovsky, M.Z., Pavlov, A.A.: The total tardiness of tasks minimization on identical
parallel machines with arbitrary fixed times of their start and a common due date. In:
Combinatorial Optimization Problems in Planning and Decision Making: Theory and
Applications, 1st edn. Studies in Systems, Decision and Control, vol. 173, pp. 265–290.
Springer, Cham (2019). https://doi.org/10.1007/978-3-319-98977-8_6

17. Zgurovsky, M.Z., Pavlov, A.A.: Introduction. In: Combinatorial Optimization Problems in
Planning and Decision Making: Theory and Applications, 1st edn. Studies in Systems,
Decision and Control, vol. 173, pp. 1–14. Springer, Cham (2019). https://doi.org/10.1007/
978-3-319-98977-8_1

18. Kramer, A., Subramanian, A.: A unified heuristic and an annotated bibliography for a large
class of earliness–tardiness scheduling problems. J. Sched. 20, 1–37 (2017). https://doi.org/
10.1007/s10951-017-0549-6

19. Kovalyov, M.Y., Werner, F.: Approximation schemes for scheduling jobs with common due
date on parallel machines to minimize total tardiness. J. Heuristics 8(4), 415–428 (2002).
https://doi.org/10.1023/A:1015487829051

20. Jouglet, A., Savourey, D.: Dominance rules for the parallel machine total weighted tardiness
scheduling problem with release dates. Comput. Oper. Res. 38(9), 1259–1266 (2011).
https://doi.org/10.1016/j.cor.2010.12.006

21. Azizoglu, M., Kirca, O.: Tardiness minimization on parallel machines. Int. J. Prod. Econ. 55
(2), 163–168 (1998). https://doi.org/10.1016/s0925-5273(98)00034-6

22. Yalaoui, F., Chu, C.: Parallel machine scheduling to minimize total tardiness. Int. J. Prod.
Econ. 76(3), 265–279 (2002). https://doi.org/10.1016/s0925-5273(01)00175-x

23. Shim, S.-O., Kim, Y.-D.: Scheduling on parallel identical machines to minimize total
tardiness. Eur. J. Oper. Res. 177(1), 135–146 (2007). https://doi.org/10.1016/j.ejor.2005.09.
038

24. Lenstra, J., Kan, A.R., Brucker, P.: Complexity of machine scheduling problems. Annals
Discr. Math. 1, 343–362 (1977). https://doi.org/10.1016/s0167-5060(08)70743-x

25. Baptiste, P., Jouglet, A., Savourey, D.: Lower bounds for parallel machine scheduling
problems. Int. J. Oper. Res. 3(6), 643–664 (2008). https://doi.org/10.1504/ijor.2008.019731

26. Tanaka, S., Fujikuma, S.: A dynamic-programming-based exact algorithm for general single-
machine scheduling with machine idle time. J. Sched. 15(3), 347–361 (2011). https://doi.org/
10.1007/s10951-011-0242-0

27. Lawler, E.L., Moore, J.M.: A functional equation and its application to resource allocation
and sequencing problems. Manag. Sci. 16(1), 77–84 (1969). https://doi.org/10.1287/mnsc.
16.1.77

28. Yuan, J.: The NP-hardness of the single machine common due date weighted tardiness
problem. J. Syst. Sci. Complex. 5(4), 328–333 (1992)

Approximation Algorithm for Parallel Machines 467

http://dx.doi.org/10.1007/978-3-319-98977-8_9
http://dx.doi.org/10.1007/978-3-319-98977-8_9
http://dx.doi.org/10.4018/jaec.2012010102
http://dx.doi.org/10.1007/978-94-011-1190-4
http://dx.doi.org/10.1007/978-3-319-98977-8_6
http://dx.doi.org/10.1007/978-3-319-98977-8_1
http://dx.doi.org/10.1007/978-3-319-98977-8_1
http://dx.doi.org/10.1007/s10951-017-0549-6
http://dx.doi.org/10.1007/s10951-017-0549-6
http://dx.doi.org/10.1023/A:1015487829051
http://dx.doi.org/10.1016/j.cor.2010.12.006
http://dx.doi.org/10.1016/s0925-5273(98)00034-6
http://dx.doi.org/10.1016/s0925-5273(01)00175-x
http://dx.doi.org/10.1016/j.ejor.2005.09.038
http://dx.doi.org/10.1016/j.ejor.2005.09.038
http://dx.doi.org/10.1016/s0167-5060(08)70743-x
http://dx.doi.org/10.1504/ijor.2008.019731
http://dx.doi.org/10.1007/s10951-011-0242-0
http://dx.doi.org/10.1007/s10951-011-0242-0
http://dx.doi.org/10.1287/mnsc.16.1.77
http://dx.doi.org/10.1287/mnsc.16.1.77


www.manaraa.com

Computer Science for Medicine and
Biology



www.manaraa.com

The Ontology as the Core of Integrated
Information Environment of Chinese

Image Medicine

S. Lupenko1(&) , O. Orobchuk1 , and Mingtang Xu2

1 Ternopil Ivan Puluj National Technical University, Ternopil 46000, Ukraine
lupenko.san@gmail.com

2 Beijing Medical Research Institute “Kundawell”, Beijing 100010, China

Abstract. The article is devoted to the improvement of modern onto-oriented
information tools for Integrative Medicine (IM), in particular, for its component
- Chinese Image Medicine. The architecture of the components integrated onto-
oriented information and analytical environment for scientific research, profes-
sional healing activities and e-learning of the Chinese Image Medicine is pre-
sented. The onto-orientation of the developed environment provides the ability
to maintain the necessary level of integration, integrity of knowledge and data in
the CIM for various information technologies and systems. The structure of the
ontology of Chinese Image Medicine are detailed. Namely, the separate struc-
ture of the ontology of CIM is specified. The axiomatic-deductive strategy of
organizing the knowledge space of the Chinese Image Medicine is proposed.
Developed diagnostic ontology of Chinese Image Medicine, which includes the
nosological ontology, the topological diagnostic ontology, the ontology of the
diagnostic methods and the ontology of the diagnostic metrics of CIM.

Keywords: Ontology � e-learning systems � Expert systems �
Axiomatic-deductive strategy � Integrative Medicine � Chinese Image Medicine

1 Introduction

According to the strategy of the World Health Organization (WHO) in the field of folk
medicine [1], an important strategic problem is the development of a scientifically
sound approach to the implementation of alternative and complementary medicine in
the field of official medicine, both internationally and nationally. Today, in most
countries of the world, in particular, in the USA, China, Japan, Korea, Russia, many
countries of Europe, Brazil there is a significant revival in the scientific study of non-
conventional (alternative, complementary) methods of human health improvement and
treatment, which contributes to the formation of such a perspective the direction of
medicine as an integrative (integral, holistic) medicine. Integrative (holistic) medicine
develops all over the world, dating back to the 90s of the twentieth century. The
Academic Consortium for Integrative Medicine and Health, the National Center for
Complementary and Integrated Healthcare (NCCIH) were founded in the United States,
and in 2001, the Institute for Integrative Medicine was opened in Harvard. In some
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countries of the world there are higher education institutions that train specialists in the
field of Integrative Medicine, and many national and international public organizations
(associations) have been established, whose activities are aimed at the development of
Integrative Medicine around the world. There is a large number of prestigious inter-
national journals dedicated to Integrative Medicine. In 2017, Berlin hosted the first
World Congress of Integrative Medicine. The Integrative Medicine, synthesizing the
best experience of Western, Oriental and traditional medicines, is the key to health in
the XXI century. Integrative medicine holistically involves different directions of non-
traditional types of medicine. Figure 1 presents a conditional scheme of the strategy for
the formation of IM from a set of well-known medical areas, through the scientific
selection of qualitative knowledge and methods of each of them and the synthesis of
these selected components of Integrative Scientific Medicine.

In China, IM has become an integral part of public health successfully combining
the achievements of Western medicine and traditional Chinese medicine. TCM is
rooted in the ancient historical reality and includes naturopathy (treatment with prod-
ucts of natural origin, phytotherapy), qigong, meditation, massage, special diets,
acupuncture. The methods and means of Chinese Image Medicine (CIM), which is a
part of TCM and its historical roots reach the antiquity of Chinese civilization, are of
great interest of scientific research. Nowadays CIM gained a new powerful impetus for
its distribution and development worldwide, including the USA, Canada, Germany,
Switzerland, China, Russia, Ukraine, Belarus, Brazil, Latvia, Estonia, Czech Republic,
Slovakia and Hungary. A world famous centre for studying and research in Chinese
Image Medicine is Beijing Medical Research Institute “Kundawell” (China).

Fig. 1. Conditional scheme of the strategy of formation of integrative medicine from a set of
well-known medical directions
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Unlike TCM, for which a number of large-scale clinical trials, theoretical scientific
substantiation and a range of relevant information and analytical tools (ontologies,
expert systems, grid systems for TCM), for Chinese Image medicine (CIM) has almost
no similar research and relevant information and analytical tools. The absence of the
comprehensive theoretical and experimental researches of the CIM, as well as the lack
of technical information and analytical decisions in the field of CIM, is a significant
barrier to the creation of a complete scientific CIM paradigm in medical science, as
many of the theoretical and experimental aspects and regularities of this area of folk
medicine remain unclear.

Given this state of affairs, a Program for the researches of Chinese Image Medicine
for 2017–2023 (Program) was developed [5]. The Program is aimed at conducting
comprehensive scientific researches of Chinese Image Medicine in order to create
theoretical and experimental scientific basis for CIM, which will promote the disclosure
of the deep causes and mechanisms of human diseases and will help to create effective
methods for their prevention and treatment. According to the CIM research Program,
the actual scientific and applied problem is the creation of an integrated onto-oriented
information and analytical environment for scientific research, professional healing
activities and e-learning of the CIM.

2 Related Work

In [2–4], an overview of the current state, research and further promotion of Integrative
Medicine is given. Since traditional Chinese medicine (TCM) is one of the important
components of IM, the authentic methods and means of TCM actively are studied,
distributed and developed, as evidenced by a series of papers [6–12]. The first results in
the direction of creating information intelligent systems in the field of CIM obtained in
the works [13–17]. So in [13] architecture of integrated onto-oriented information and
analytical environment for scientific research, professional healing activities and e-
learning of the CIM was developed. In works [14, 15] the first prototypes of the CIM
ontology were developed. In the papers [16, 17], an axiomatic-deductive strategy for
organizing knowledge and content in CIM were developed.

The proposed work is devoted to the development and further structuring of the
CIM ontology and integrated onto-oriented information and analytical environment for
scientific research, professional healing activities and e-learning of the CIM.

3 Results and Discussion

According to Program for the researches of Chinese Image Medicine, the creation of
the scientific direction of the CIM is appropriate to realize in four interrelated areas: the
theoretical direction, the experimental direction, the direction of clinical researches and
the information-analytical direction (see Table 1).
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The actual scientific and applied problem is the creation of an integrated onto-
oriented information and analytical environment for scientific research, professional
healing activities and e-learning of the CIM. The purpose of developing this
information-analytical environment is:

1. Improving the quality (evidence, effectiveness, safety, controllability, reliability,
cost-effectiveness, intensity) of professional activity and the exchange of experience
of CIM-therapists.

2. Providing effective organization and coordination of the functioning of the CIM-
therapists, the researchers of the CIM, the persons studying the CIM.

3. Providing at high scientific, technological and infrastructural levels of collection,
automated statistical and intellectual analysis of the results of diagnosis and treat-
ment of CIM methods.

4. Creation of a unificated database and knowledge base for theoretical, experimental
and clinical research in the field of CIM.

5. Formation of modern intellectualized information resources in the field of folk,
complementary and integrative medicine on both at the national and international
levels.

Table 1. Directions of scientific researches of CIM

Direction Description of the direction

The theoretical
direction

Relates to the development of scientific concepts, models,
methods, theories of CIM using the theoretical and methodological
approach of modern science

The experimental
direction

Relates to the organization and conduct out of comprehensive
objective instrumental, laboratory and statistical studies of the
physical and physiological (biophysical, biochemical,
bioinformational) processes in the human body under the influence
of the CIM-therapist and the individual practice of ZYQ

Direction of clinical
researches

Relates to the development and implementation of clinical research
programs for CIM and ZYQ methods in accordance with the
requirements and standards of modern evidence-based medicine

Informational-
analytical direction

Relates to the development and support of an integrated
information and analytical system of scientific research,
professional healing activities and training of the CIM, which
serves for the organization and coordination of the activities of
researchers, CIM-therapists and instructors, the collection,
automated statistical and intellectual analysis of the results of
treatment by the methods of CIM and the results of ZYQ practice,
the creation of a unified database of all theoretical, experimental
and clinical research in the field of CIM and ZYQ, the
development of the web-oriented system of e-learning of the CIM-
specialists, the expert system of support for the adoption of
diagnostic and therapeutic decisions in the field of CIM
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Architecture of the components of the environment integrated onto-oriented
information and analytical environment for scientific research, professional
healing activities and e-learning of the CIM. General architecture of integrated onto-
based information analytical environment of scientific researches, professional healing
activities and e-learning of Chinese image medicine is presented in Fig. 2 [13].

Information system of professional healing “Image Therapist” is designed for
centralized organization, upgrading (efficacy, safety, controllability, reliability, effi-
ciency, intensity) of professional activities and experience exchange of the existing
CIM therapists. General architecture of information system of professional healing
“Image Therapist” is presented in Fig. 3 [13].

Fig. 2. General architecture of integrated onto-based information analytical environment of
scientific researches, professional healing activities and e-learning of Chinese image medicine

Fig. 3. General architecture of information system of professional healing “Image Therapist”
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An important part of the integrated information analytical environment is CIM
information system of e-learning. Development of such e-learning system will con-
siderably simplify, intensify and improve quality and availability of educational process
in CIM. For implementation of e-learning information system evidence-based standards
of CIM learning should be developed firstly; they include educational and professional
program for a CIM therapist, educational qualification of a CIM therapist, curricula and
steering documents in disciplines, lecture and practice-oriented learning materials,
methods of testing and self-assessment testing of CIM specialists. General architecture
of the e-learning information system for CIM therapists is presented in Fig. 4 [13].

An important part of the developed information analytical environment is the expert
system for diagnostic and therapeutic decision-making support in CIM, which will help
to improve the skills of CIM therapists. Expert system will issue diagnostic recom-
mendations and personalized patient care scheme by means of CIM, based on data
(personal and clinical) about a patient and CIM knowledge-base content. General
architecture of the expert system for diagnostic and therapeutic decision-making sup-
port in CIM is presented in Fig. 5 [13].

Fig. 4. General architecture of the e-learning information system for CIM therapists
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Chinese Image Medicine Ontology. The main stage in the development of CIM
informational environment, creation of CIM scientific paradigm includes the devel-
opment of its computer ontology. Besides, CIM ontology development is aimed at the
necessity of a comprehensive solving of a range of important tasks of theoretical,
clinical, experimental as well as informational and analytical areas of International
Research Program, such as: (1) the unification, standardization of information pre-
senting technique (data and knowledge) in CIM, which allows overcoming the problem
of semantic heterogeneity of poorly structured and difficult to formalize knowledge of
CIM (2) the working out a high-quality dictionary (glossary) and knowledge data-base
(thesaurus) in CIM that would have such properties: completeness, consistency,
interpretability, unification, integration with other subject areas, including integrative
medicine; (3) the multiple reuse of CIM knowledge in various information systems and
applications; (4) the necessity of intelligent CIM information search on the Internet in
terms of WEB 2.0 semantic search technologies, which ensures a high relevancy and
pertinence of the information wanted [14, 15].

Consider the structure of the CIM theory, which defines the general structure of the
CIM onology. It is proposed to divide the scientific theory of CIM into two large parts:
(1) General Scientific Theory of Integrative Medicine; (2) Special Scientific Theory of
Chinese Image Medicine. As the general CIM theory, and the special CIM theory is
divided into five of its main sections: (1) the theory of reality and human; (2) the theory
of health and diseases; (3) the theory and technology of diagnostics; (4) the theory and
technology of therapy; (5) the theory and technology of learning, the professional
development of therapists. The sections of the general and special parts of the CIM
theory was developed (see Table 2).

Fig. 5. General architecture of the expert system for diagnostic and therapeutic decision-making
support in CIM
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The development of CIM semantic space should be based on the axiomatic-
deductive scheme of CIM theory development that satisfies the requirements for its
semantic quality [16, 17]. The first component of the strategy is the deductive-
axiomatic strategy of CIM terminology-conceptual apparatus development that
involves: (1) the definition of fundamental concepts of CIM theory; this enables the
presentation of these data in a format accessible for computerised processing in the
form of a hierarchy of classes and relations between them, and further computerised
processing of the semantics of the defined informational units by the developed
ontology; (2) the definition of derivative concepts of CIM theory, basing on its fun-
damental concepts. The second component is a deductive-axiomatic strategy for
establishing the true statements of CIM theory; it involves: (a) the definition of true
statements-axioms, the truth of which is accepted with no proof; (b) the development of
rules for logical derivation of all statements of the theory from its axioms. To unify the
conceptual apparatus of CIM, the use of a ‘top-down’ method with a plurality of
iterations following the general model of quality data stored in the structured format of
computer system according to the ISO/IEC 25012 international standard would be the
most effective.

Table 2. The sections of the general and special parts of the CIM theory

Sections of theory Description of section content

The theory of reality and human in IM and
CIM

Describes the basic concepts and ideas of the
IM (CIM) and serves as a practical-
philosophical foundation for the rest of the IM
(CIM) sections

The theory of health and diseases in IM
(CIM)

Describes the basic concepts of health and
diseases in IM (CIM); diagnostic standards of
health and diseases for their evaluation by
various methods of diagnosis of IM (CIM);
the classification and definition of the types of
diseases in the IM (CIM)

The theory and diagnostics technology in
IM (CIM)

Describes and formalizes theoretical
foundations, methods and means of obtaining
diagnostic medical information by the
methods of the IM (CIM), as well as methods
of its interpretation

The theory and technology of therapy in IM
(CIM)

Describes and formalizes theoretical
foundations, methods and means of
conducting therapeutic procedures in the IM
(CIM), as well as their interrelations with the
corresponding diagnostic information

The theory and technology of training,
development of the IM-specialist (CIM-
specialist)

Describes educational theoretically and
practically oriented content, as well as
technologies for its implementation into the
educational process for the preparation and
improvement of the qualification of the IM-
specialist (CIM-specialist)
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Consider in more detail the diagnostic ontology of CIM. The diagnostic CIM-
ontology includes the nosological ontology of CIM, the topological diagnostic ontol-
ogy of the CIM, the ontology of the diagnostic methods of the CIM and the ontology of
the diagnostic metrics of the CIM (see Table 3).

Table 3. Components of the CIM diagnostic ontology

Components of the diagnostic
ontology of CIM

Description of components of diagnostic ontology CIM

Nosological ontology of CIM Nosological CIM ontology reflects knowledge about the
types (classes) of diseases that are taken in the diagnostic
theory of CIM

Topological diagnostic
ontology of CIM

Topological diagnostic ontology CIM reflects the data on
the topological localization of diseases related to the
physical body, the energy system (field system, Chi system)
and information systems (psycho-mental-spiritual system,
Shen system), in particular, contains information about
body parts, organs, tissues of the physical body, information
about bioactive points and energy channels of the human
energy system, information about information, psycho-
emotional, mental and spiritual topological aspects of a
person

Ontology of diagnostic
methods of CIM

The ontology of diagnostic methods in the CIM reflects the
knowledge about the methods (channels) of obtaining and
the specifications of sensory diagnostic information in the
CIM

Ontology of the diagnostic
metric of CIM

Describes the quantitative characteristics (indicators) of the
diagnostic space of the CIM, which determine the degree of
manifestation of a particular disease and can be given on a
certain number (for example, 1 to 5) or non-numeric (eg,
very weak, weak, medium, strong, very strong) scale

Fig. 6. A fragment of the ontology of CIM
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For development and specification analysis of conceptual model description of CIM
the OWL language was chosen [14]. A fragment of the ontology of CIM diagnostic
methods developed in the Protégé environment using the OWL ontology description
language is presented in Fig. 6.

4 Conclusions

The construction of ontology CIM will make possible to unify, standardize the tech-
nologies of presentation of information (data and knowledge) in the field of CIM,
which will make it possible to overcome the problem of semantic heterogeneity of less
structured and difficult formalized knowledge in the field of TCM and CIM, since the
use of ontologies eliminates subjective factors, polysemantics, fuzziness of concepts
and images that are used explicitly or implicitly by the CIM therapists in the process of
diagnostic and therapeutic decision making. Ontology CIM will make it possible to
standardize the conceptual-terminology apparatus of the CIM, which will significantly
facilitate the CIM-therapists to exchange and accumulate their knowledge and expe-
rience in unificated way in an integrated information environment. In addition, the
onto-orientation of the developed environment provides the ability to maintain the
necessary level of integration, integrity of knowledge and data in the CIM for various
information technologies and systems, as well as the possibility of multi repeated use of
knowledge in the CIM for various information systems and applications.
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Abstract. In this paper, the authors analyzed the data of vocational guidance
tests. Accordingly, a model of data analysis was proposed to determine the
person’s professional inclinations and abilities, in particular, a methodological
approach is described that uses intelligent data analysis to find hidden depen-
dencies in the results of vocational guidance testing (the professional orientation
questionnaire by Holland, the questionnaire about professional inclinations by
L. Yovashi, the questionnaire about the profession type by E. Klimov, the
questionnaire of interests by A. Holomshtok), on the basis of which decisions
can be made on the choice of profession. The model of the data analysis process
for identifying the professional inclinations and abilities of a person was
implemented in the software and algorithmic complex of information and
technological support of the profession choice, which allows to optimize the
process for choosing the professional direction of a person.

Keywords: Career choice � Vocational guidance test �
Intellectual data analysis � Methodological approach � Data analysis model

1 Introduction

The formation of a modern high-tech educational social and communication environ-
ment in the city is intended to promote maximum satisfaction of the urban population
needs, in particular educational ones, which involve the selection and acquisition of a
profession, taking into account the personal characteristics of the applicants and the
needs of the city community.

The problems of choosing a future profession, professional self-determination and a
specialist formation are described in the works by Thomas [1], Nota [2], Eesley [3],
Meijers [4], Ceschi [5], Van der Gaag [6], Dimitrakopoulos [7], and others. The
researchers argue reasonably that the right profession choice affects the success and
productivity of professional activity in the future and the realization of personal
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potentials [8–10]. According to the estimates of foreign scientists, the correct and well-
timed profession choice at school age reduces staff turnover by the 2–2.5 times, reduces
the cost of their training by 1.5–2 times, increases the labor productivity by 10–15%,
therefore the choice of a profession type remains relevant taking into account the
desires and opportunities of the applicants.

Successful professional activity is directly related to the physiological and psy-
chological characteristics of a person. Psychophysiological qualities of a person are the
features of its psyche, development, body structure, health status. Psychophysiological
selection is intended to identify people who according to their abilities and individual
psycho and physiological qualities meet the requirements of certain specialties [11, 12].

The theoretical basis for the determination of professional inclinations is the
vocational guidance test that is a set of questions answering most truthfully, a person
undergoes testing of psychological and emotional characteristics and professional
preferences. The test allows you to choose the future profession, helps to identify the
person’s interests and inclinations to a particular activity field. There are dozens of
different vocational guidance tests, but there is some inconsistency between them in
terms of scales, evaluation methods and results. In particular, the analysis of several
methods for assessing the professional abilities and inclinations of a person (Table 1)
was carried out and we distinguish the following methods such as:

– The questionnaire of professional orientation (QPO) by Holland, the essence of
which is that success in professional activities depends on the condition of matching
a personality type and types of professional environment [13];

– The questionnaire of professional inclinations by Yovashi (QPI), aimed at identi-
fying inclinations for activities in various fields, such as art field (human-artistic
image); field of technical interests (human-technician); field of work with people
(human-man); field of mental labor (inclinations to mental activity); field of
physical labor (inclinations to active physical work); field of production and
economy (production and consumption of material goods, planning and economic
activity) [14];

– The questionnaire of circle of interests (QCI) by Holomshtok, which allows
revealing not only the circle of interests of individuals, but also the degree of their
expressiveness, which has a particular importance in creating motivation of
choosing a future profession [15];

– The questionnaire of determination of profession type (QPT) by Klimov, which is
based on the theory that choosing a profession, a person directs their thoughts firstly
with what they will work, especially the work subject, then on what they will do
with it, the goal that will be implemented [16].

The main problem is to analyze the data of vocational guidance tests and its results
are given in this paper. These data are used to build decision-making rules. Appropriate
testing was carried out at secondary schools in order to determine the professional
inclinations and abilities of 10–11 grade students to select a future profession. The
peculiarity of the analyzed data is that the empirical test data collected by school
psychologists is that they are characterized by inaccuracy and subjectivity. In con-
nection with this, there is a problem of objective evaluation and optimization of
vocational guidance testing, which is solved by analysis and application of the built
decision-making model.
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The purpose of this work is to develop a model of data analysis process to
determine the professional inclinations and abilities of a person based on the results of
the system of vocational guidance tests, means of intellectual data analysis to determine
the person’s professional characteristics.

2 Main Part

In order to identify the general dependencies that help make decisions of a profession
choice, it is proposed to use the methodological approach of data mining [17]. This
approach provides the possibility of analyzing data and hidden dependencies in them,
identifying the mutual influences of object properties, based on information about
them, which is stored in databases. In this case, the regularities are defined that are
inherent in a certain data set [18, 19]. The technological process of knowledge retrieval
may be iterative and consists of four basic steps (Fig. 1).

1. Data retrieval.
2. Data preprocessing.
3. Intellectual data analysis.
4. Evaluation and interpretation of constructed models and found dependencies.

Within the technology of data mining, a logical method is used to construct
decision-making rules. The end result is either a set of logical rules of the form “IF …,
THAN”, which are mostly obtained by generating matrixes of indeterminacy and
reduces, or data templates that can be applied to filter and reduce data. The data that is
being studied is presented using examples collected in the decision-making table

Table 1. Comparative table of methods

Name Developer Number of
questions

Taking time
(min)

Result

QPO J. Holland 240 25 Type of professional
environment

QPI L. Yovashi 24 15 Professional inclinations
QCI A. Holomshtok 96 15 Circle of professional

interests
QPT E. Klimov 30 5 Type of future profession

Fig. 1. Scheme of the extracting knowledge process
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T ¼ ðU;V [fdgÞ, where U is a non-empty finite set of examples, V is a non-empty
finite set of conditional attributes, and d is a decision acceptance attribute with the
domain Yd ; Ydj j ¼ k. The value of y and the attribute of d assign each example x 2 U to
the decision-making class Xi, where i ¼ 1; 2; . . .; k. (the table can have more than one
attribute) [19].

Thus, the model of the data analysis process on the determination of professional
inclinations and abilities of a person, based on the system results of vocational guid-
ance tests (QPO, QPI, QCI, QPT) will be presented in the form [20]:

M ¼ ðA;V ;R;EscCðvÞ; T ;ClasRðvÞ;EvlðvÞÞ;

where A is a set of persons (agents) involved in the professional guidance testing, V is a
set of their properties, R is the test results (by J. Holland, L. Yovashi, E. Klimov and
A. Holomshtok), the function EscCðvÞ eliminates non-essential attributes by con-
struction of redoubts, T is a decision-making table, ClasRðvÞ is a function that builds a
classifier in the form of a set of classification rules, EvlðvÞ is a function of quality
classification assessment.

The set of qualities V according to the above described methods such as QPO, QPI,
QCI, QPT is divided into subsets:

V ¼ V1;V2;V3f g;

where V1 is informative properties, V2 is psychological characteristics, V3 is personal
characteristics.

For each object, we put the set of attribute values in the decision table T.
The V1 set of informative attributes consists of 5 attributes:

v1;1 = «Name, surname».
v1;2 = «Year of birth» with a continuous domain Dom v1;2 2 N:
v1;3 = «Education» is a domain whose Dom v1;3 is defined by the rule:

v1;4 = «Sex» is a domain whose Dom v1;4 is defined by the rule:

The psychological characteristics of a person are given by the values of the set of
attributes V2 ¼ v2;1; v2;2; v2;3; . . .; v2;24

� �
, where:
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v2;1 = «concentration of attention» v2;15 = «rationality»
v2;2 = «accuracy of information reproduction» v2;16 = «composure»
v2;3 = «speed of information reproduction» v2;17 = «endurance»
v2;4 = «technical thinking» v2;18 = «patience»
v2;5 = «logical thinking» v2;19 = «persistence»
v2;6 = «abstract thinking» v2;20 = «determination»
v2;7 = «RAM» v2;21 = «courage»
v2;8 = «short-term memory» v2;22 = «criticality»
v2;9 = «inflexibility» v2;23 = «enthusiasm»

v2;10 = «conservatism» v2;24 = «impulsiveness»
v2;11 = «dependence» v2;25 = «dominance»
v2;12 = «analytical mind» v2;26 = «carefulness»
v2;13 = «organization» v2;27 = «originality»
v2;14 = «accuracy» v2;28 = «initiativeness»

Personality characteristics and qualities are set by the values of the set of attributes
V3 ¼ v3;1; v3;2; v3;3; . . .; v3;12

� �
, where:

v3;1 = «need of achievements» v3;8 = «need of communication»
v3;2 = «social status» v3;9 = «desire to teach»
v3;3 = «management style» v3;10 = «desire to bring up»
v3;4 = «social activity» v3;11 = «desire to treat»
v3;5 = «creative activity» v3;12 = «service»
v3;6 = «comfort» v3;13 = «independence of decisions»
v3;7 = «organizational skills», v3;14 = «creative abilities»

The set of results of vocational guidance testing R will be in the following way:

Rtest ¼ fRtest1 ;Rtest2 ;Rtest3 ;Rtest4g;

where Rtest1 is a type of professional environment, Rtest2 is a range of professional
interests, Rtest3 is a type of profession, Rtest4 is professional inclinations.

Obviously, the elements of a set Rtest are classifying attributes (decision-making
attributes).

Rtest1 ¼ fr1test1 ; r2test1 ; r3test1 ; r4test1 ; r5test1 ; r6test1g;

where r1test1 is «realistic», r
2
test1 is «intellectual», r

3
test1 is «social», r

4
test1 is «conventional»,

r5test1 is «entrepreneurial», r
6
test1 is «artistic».

Rtest2 ¼ fr1test2 ; r2test2 ; r3test2 ; r4test2 ; r5test2 ; r6test2 ; r7test2 ; r8test2 ; r9test2 ; r10test2g;

where r1test2 is «physics and mathematics», r2test2 is «chemistry and biology», r3test2 is
«radio engineering», r4test2 is «mechanics», r5test2 is «geography and geology», r6test2 is
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«literature and art», r7test2 is «sport and military affairs», r8test2 is «history and political
science», r9test2 is «pedagogy and medicine», r10test2 is «entrepreneurship».

Rtest3 ¼ fr1test3 ; r2test3 ; r3test3 ; r4test3 ; r5test3g;

where r1test3 is «human – nature», r2test3 is «human – technology», r3test3 is «human –

human», r4test3 is «human – sign system», r5test3 is «human –artistic image».

Rtest4 ¼ fr1test4 ; r2test4 ; r3test4 ; r4test4 ; r5test4 ; r6test4g;
where r1test4 is «work with people», r

2
test4 is «mental», r3test4 is «technical», r

4
test4 is «ethics,

art», r5test4 is «physical work», r
6
test4 is «planned and economic».

The decision-making table, which is created in the subprocess of the description of
the subject area, takes on the form (Table 2):

Table 2. Structure of the decision-making table

Decision-making table

Conditional attributes Solution attributes
V1(4) V2(28) V3(14) Rtest1 (6) Rtest2 (10) Rtest1 (5) Rtest1 (6)
v1;1; v1;2;

v1;3; v1;4

v2;1; v2;2;

v2;3; v2;4;

v2;5; v2;6;

v2;7; v2;8;

v2;9; v2;10;

v2;11; v2;12;

v2;13; v2;14;

v2;15; v2;16;

v2;17; v2;18;

v2;19; v2;20;

v2;21; v2;22;

v2;23; v2;24;

v2;25; v2;26;

v2;27; v2;28

v3;1; v3;2;

v3;3; v3;4;

v3;5; v3;6;

v3;7; v3;8;

v3;9; v3;10;

v3;11; v3;12;

v3;13; v3;14

r1test1 ; r
2
test1 ;

r3test1 ; r
4
test1 ;

r5test1 ; r
6
test1

r1test2 ; r
2
test2 ;

r3test2 ; r
4
test2 ;

r5test2 ; r
6
test2 ;

r7test2 ; r
8
test2 ;

r9test2 ; r
10
test2

r1test3 ;

r2test3 ;

r3test3 ;

r4test3 ;

r5test3

r1test4 ; r
2
test4 ;

r3test4 ; r
4
test4 ;

r5test4 ; r
6
test4

Model of the Data Analysis Process to Determine 487



www.manaraa.com

T ¼ ðA; fV1;V2;V3g[ fRtest1 ;Rtest2 ;Rtest3 ;Rtest4gÞ:

The described data has several drawbacks. Firstly, there is some redundancy of
data. Some attributes contain insignificant information for analysis, so it’s necessary to
remove attributes that contain excess information at the data extraction stage. Secondly,
some attribute values are not known in the data table, due to the inappropriate methods
of data analysis, which work only with completed tables. And the general disadvantage
of the decisions is their subjectivity. Actually, the subjectivity of the decisions requires
solving the problem of finding dependencies in the data and attributes that really
influence the decision-making.

The proposed data structure for attribute sets assumes data uncertainty and
redundancy. The EscCðvÞ function is introduced, which eliminates non-essential
attributes by constructing reduces (the attributes which influence on decision-making
on career aim) to eliminate them, reduce the data size, and shorten the time to execute
dependency detection procedures. Reduces were determined using the well-known
Johnson algorithm. Above the data presented in the Table 3, a number of experiments
were carried out, and a separate selection and removal of unimportant attributes for
analysis was performed for each experiment (Table 3).

Based on the attributes included in the reduce, the function ClasRðvÞ builds a
dependency classifier between the set of values of the conditional attributes and the
decision-making attributes of T table.

The quality of the rule (a ! b (if a, then b) is evaluated according to the following
numerical characteristics, namely support is a number of study examples for which
both the rule condition a, and the result b are fulfilled; accuracy is a ratio of the number
of study examples for which the rule is followed up to the number of study examples

Table 3. The structure of the results of the decision-making table

№ Attributes used for analysis Number of
conditional
attributes

Decision
attribute

Number of
attributes of a
reduce

1. V1, v2;15 – v2;17, v2;19,
v3;1,v3;7, v3;12

10 r1test1 4

2. V1, v2;1 – v2;2, v2;4 –

v2;5,v2;12, v2;26, v3;12
11 r2test1 5

3. V1, v2;5, v2;13 – v2;20, v2;28,
v3;7 – v3;14

22 r3test1 12

…. ………………………… …………… ………… ……………

27. V1, v2;1 – v2;5, v2;7, v2;12 –

v2;19,v2;26, v3;1, v3;3, v3;12
29 r6test4 16
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for which the rule condition is met; coverage is a ratio of the number of study examples
for which the entire rule is executed, to the number of study examples for which the
result of the rule is followed.

Thus, based on the result elaboration of vocational guidance testing, a decision is
made as to the person’s belonging to one of the 6 professional types (Table 4):

P type ¼ ðp type1; p type2; p type3; p type4; p type5; p type6Þ;

where p type1 = «realistic», p type2 = «intellectual», p type3 = «social», p type4 =
«conventional», p type5 = «entrepreneurial», p type6 = «artistic».

A set of suggestions and recommendations for choosing a future profession is
formed depending on which professional type a person.

3 Results

The results of vocational guidance testing form a comprehensive assessment of the
professional orientation of a person. The complex assessment data of a person is stored
in the data warehouse. Extracting knowledge from the complex assessment of a person
allows to reveal regularities in the results of testing and to solve a problem of pro-
fessional choice (Fig. 2). The process of extracting knowledge from the complex
assessment of a person’s data consists of the following steps:

Step 1. To accumulate and consolidate the results of vocational guidance tests.
Step 2. To pre-process data (at this step, the user’s responses are analyzed):

Step 2:1. To format data.
Step 2:2. To structure and unify data.
Step 2:3. To anonymize data.
Step 2:4. To disseminate data.
Step 2:5. To process incomplete data.

Step 3. To apply the methods of the intellectual analysis to the pre-processed complex
estimation data.

Step 4. To evaluate and interpret the results.

Table 4. A fragment of the rule base of the decision-making table

IF Professional inclinations (Rtest4 ) = work with people ( r1test4 )

AND Professional interests (Rtest2
) = pedagogy and medicine ( r9test2 )

AND Professional environment (Rtest1
) = social ( r3test1 )

AND Type of profession (Rtest3 ) = human-human ( r3test3 )

THEN Professional type ðP typeÞ ¼ socialðp type1Þ
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In order to verify the authenticity of the developed model for identifying the
professional inclinations and abilities of a person, experimental studies were conducted,
in particular testing pupils (in order to determine the future professional direction),
students (to check the compliance of the chosen specialty with the professional abili-
ties, the level of knowledge potential and the requirements of the labor market in the
city), and during recruitment at the firm (to establish the correspondence of the pro-
fessional qualities and inclinations of a candidate to the chosen position) (Fig. 3).

In general, the effectiveness of the proposed data analysis model for identifying
professional inclinations and abilities of a person, is a significant reduction in the time
expenditures for processing the results of vocational guidance testing (Table 5).

Fig. 2. Recommendation formation for choosing a profession

Fig. 3. Vocational guidance testing and its results
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The obtained research results are the basis of the software and algorithmic complex
of information and technological support of the profession choice [21], which allows to
optimize the process of professional orientation of a person. The indicator of the
effectiveness of the developed software and algorithmic complex was determined by
the ratio of correctly given recommendations on the choice of professional direction of
a person to the total number of generated recommendations. It was investigated that in
91% of cases the software and algorithmic complex provides recommendations that
coincide with the expert recommendations. This is confirmed by the actual research
data and the results of testing pupils and students.

4 Conclusions

The model of the data analysis process for determining the professional inclinations
and abilities of a person is based on the results of vocational guidance testing using the
methods of J. Holland, L. Yovashi, E. Klimov and A. Holomshtok was developed. The
main result of the study was the discovery of a set of attributes by means of intellectual
analysis of data, which influence mostly on the decision of a professional type of a
person. The obtained research results are the basis of the software complex of infor-
mational and technological support of the profession choice, which makes it possible to
optimize the process of personalized profession choice and reduce the passage time of
the professional orientation tests and the interpretation of their results.
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Abstract. The paper is devoted to the project of mobile information system for
providing safety recommendations during the trip. The topicality of the research
is caused by the rapid growth of tourism industry all over the world. According
to the latest news, Ukrainian aviation companies had fewer plains then needed
for 2018 summer vacation period. The deep analysis of dangerous sources with
various examples is provided in the paper. In order to develop a project of the
system the analysis of modern mobile applications for danger alerts is made. As
a result the tasks that should be fulfilled are defined. Some tasks are described in
the article, others are still going to be done. The functional features of the system
that is being developed by the authors is described and justified. It is being
developed in order to define a certain level of danger in any tourist destination
and generate recommendations to ensure users safety during the trip that is
planned. The paper presents the structure of the system modules and their
components basing on UML diagrams. The roles of the users are defined and
described. As a result the architecture of the system is developed in order to
fulfil all the requirements.

Keywords: Information systems � Mobile applications � Danger sources �
Danger predictions � System architecture � System modelling

1 Introduction

The tourism industry is growing with every year all over the world [1]. Ukraine is also
concerned. According to the latest news, Ukrainian aviation companies had fewer
plains then needed for 2018 summer vacation period.

But when travelling far away tourist is not always aware of danger situations that
can occur and their sources.

Every specific danger source needs different way to arrange safety. Theoretically,
the government of the country and laws should guarantee safety of every person or
society in all spheres of life. Practically, everybody should take care of themselves and
know what to do when emergency of any kind happens. It is easy when you are in you
native region and know all its features, but it is much harder when you travel far away
as because you need to know much more information on the possible sources of danger
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and ways to reduce their influence. So safe state can not arise by its own, as normal, the
energy, time and information should be provided for its arrangement.

As it was mentioned above, it is quite difficult to arrange personal safety when
travelling, as it is necessary to study a wide range of information on danger level in a
region. That is why scientists in Lviv Polytechnic National University and Bukovyna
University are working on a project of mobile information system for providing safety
recommendations during the trip – “Safe Tourism”, main purposes of which is to detect
danger sources in a region, count the danger level and provide personalized recom-
mendations to the tourist on where to go and how to behave to avoid emergency.

The topicality of the research is caused by the lack and high need in information
technologies to provide safety recommendations to tourists during their trips.

Main parts of the article are devoted to the analysis of danger sources and mobile
systems for danger level detection, the developed by authors functionality and structure
of the “Safe Tourism”.

2 Related Work

In sources [2–13] the analysis of dangerous situations and their results is given. In
sources [14–17] the information systems to provide information on dangerous sources
are presented and described. In [20, 21] the algorithms to predict natural dangerous
situations is described and experimentally. In [18, 19, 22–25] the methods and systems
to provide tourist recommendations to the users are described.

2.1 The Analysis of Danger Sources

Danger is a negative property of matter, which manifests itself in its ability to cause
damage to certain elements of the world, other words: potential source of harm. If a
human being is concerned, the danger sources can be as phenomena, processes, objects,
properties that are able under certain conditions to cause damage to the health or life of
a person or systems that provide human livelihoods [2].

Danger sources can be: natural, industrial, social.
The general set of danger sources counts more than 150 names, and it is not even

quite full [2].
Among natural dangers are bad, or even extreme, weather conditions, natural fires,

poisonous plants, dangerous animals, insects, bacteria etc.
Below are given the real examples of worst natural dangerous situations among

recent years:
Forest fires in Greece this summer has taken more 90 lives. It was one of the worst

fires in Greece among recent years [3]. The fire in Tennessee (USA) in 2016 was the
biggest in last 100 years. It took 13 lives, destroyed more than 1000 buildings and
lasted nearly one month [4].

The victims of the earthquake in Haiti in 2010 are nearly 3 millions of people, 316
thousands of them died. The natural disaster was getting even worse as it leaded to
growth of violence and robbery [5].
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Tsunami in the Indian Ocean that was caused by Sumatra-Andaman earthquake
was the worst in the human history. It took nearly 230000 lives in 14 countries as the
waves were more than 30 m high [5].

As it was mentioned above, animals can also be harmful. For example according to
ISAF (International Shark Attack File) before 2012 year 2569 shark attacks were
registered: 484 victims died [6]. The most dangerous is Florida cost as there were
registered 812 attacks.

Moreover, in Ukraine in Lviv region there were registered 8 victims of snakes this
spring (2018) [7].

Among industrial are the dangers caused by use of vehicles, the operation of lifting
and transport equipment, the use of combustible, flammable and explosive substances
and materials, using processes that occur at elevated temperatures and high pressures,
using electric energy, chemicals, different types of radiation etc.

A large number of industrial disasters is associated with nuclear energy usage, both
for military and industrial purposes. Thus, by 1993, all nuclear powers carried out at
least 2146 explosions: the USA - 1149, the USSR - 715, France - 194, Great Britain -
45, China - 42, India - 1. This led to an increase of the radioactive background on the
Earth, which contributed to the growth of the number of cancer patients [8].

One of the most wide known industrial catastrophes is The Chernobyl disaster—
caused by 4th explosion reactor unit of the Chernobyl Nuclear Power Plant.
Radioactive dust was moved to many European countries by the wind [9].

But the nuclear energy is not the only one that can harm people. For example,
pollution in Great Britain is killing 50,000 people a year [10].

To social dangers belong not only terrorist attacks, wars, criminality but cultural
diversity and that is why different norms of behaviour, large crowds of people, poverty
etc.

It should be mentioned that recently the risk of terrorist attacks is growing
according to the registered situations. The biggest and most wide known attack
occurred 11th December 2001 year, when passenger planes hit two towers of the World
Trade Centre [11].

The other social danger is war, for example Russian aggression in the south region
of Ukraine, which is still going on. It leaded to more than 2500 deaths among civilians
that are registered [12]. This number is recently growing.

As it was mentioned above, the crowd can also be harmful. More than 100 people
died in the crowd in India after religious festival. Another example is situation that has
occurred in Cambodia during the festival of water. The crowd has leaded to death of
465 people and hundreds of injured [13].

2.2 Information Systems for Danger Level Detection and Following
User Informing

Of course, there is a great amount of user applications that inform users on the danger
situations that are likely to occur, but they are mainly taking into account weather
conditions and terrorist attacks.

The Architecture of Mobile Information System 495



www.manaraa.com

The following mobile information systems provide the user with danger alerts
(Table 1):

• Weather dangers alerts: NOAAWeather Radar and Alerts, AccuWeather, Windy
• Forest fire alert: BC Wildfire, Wildfire Analyst Pocket
• Terrorism dangers alert: Terror Alert, TerrorMate, News about Terrorism WTA

These systems are chosen because of their popularity and high rating on Google Play
platform (virtual shop of mobile applications for Android operating system) [14].

Below the analysis of mobile information systems that provide the user with
weather danger alerts is presented.

NOAA Weather Radar and Alerts is a powerful mobile system for weather pre-
dicting and weather danger alerts. The system is developed by one of the leading
mobile development companies Apalon [15]. Among the general functions (weather
forecast, location search, bookmarks, different maps views etc.) it provides the user
severe weather alerts and hurricane tracker.

The AccuWeather is an weather forecasting platform that predicts weather condi-
tions very accurately [16]. The motto of the system is:

“To save lives, protect property, and help people to prosper, while expanding
AccuWeather as a healthy and profitable business” [16].

The system provides alerts in the following cases:

• Rain – more than 12.7 mm
• Snow – more than 2.54 mm
• Ice – more than 0.254 mm
• Sustained Wind – more than 48 kph
• Wind Gust – more than 64 kph
• Thunderstorm Probability – 75%

The Windy (or Windyty) is weather forecast visualization tool [17]. Among general
weather forecast it provides various weather alerts. The alert consists of the following
information: the type of dangerous weather condition, wind, amount of precipitation,
temperature, clouds, time/duration etc. Among these functions, the system provides the
waves forecast to inform users on if it is safe to do any activities in water (sea, ocean,
lakes, rivers, etc.) The other feature that should be mentioned is that AccuWeather
provides the users information on various height under the ground, so it is quite useful
for pilots, paragliders, skydivers [17].

Table 1. Functional comparing of Information systems for weather alerts

Name Company Weather
alerts

Hurricane
predictions

Map E-mail
alert

NOAA weather radar
and alerts

Apalon + + + −

AccuWeather AccuWeather + − + −

Windy Windyty + + + +
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3 The Functionality and Architecture of the Safety
Recommender System

Safe Tourism” is the mobile information system for providing safety recommendations
during the trip. Its main functions are to define a certain level of danger in any tourist
destination and generate recommendations to ensure user’s safety during the trip that is
planned (Fig. 1).

The system considers the presence of all the factors that can affect the level of risk
in a specific destination, namely: natural, technological and socio-political situations.

The main classes of the system users are tourists and administrators (Fig. 2).

Tourists provide information on the planned period of trip realisation and desirable
tourist destinations [18, 19]. The system determines the level of danger according to
this input data. If the user does not specify the desired destination or the calculated
level of risk is significant the system generates a number of tourist destinations with
minimal level of danger in the chosen period of time [20]. System administrators are
responsible for its correct functioning and adding new information of the system
database. The architecture of the system is complex and extensive (Fig. 3) [20].

The main structural components of the system are:

• “Danger Determination” (DD) is a systems component that is responsible for the
analysis of the current natural, technological (industrial), and socio-political
situation in the tourist destination today and archives of natural situations for the
selected season. Besides these component generates a list of tourist destinations
with low level of danger in the chosen period.

• “News Monitoring” (NM) is responsible for finding information in the world
news website (namely BBC Word News). It looks for date about present
unfriendly political, social, natural and technological situation in a particular
region. Search is based on a number of key words from the system database. For
example: “fire”, “flooding”, “rainy season”, “revolution”, “terrorist”, and so on.

Fig. 1. The functionality of the system “Safe Tourism” [19]
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“Weather Information Extraction” (WIE) is responsible for finding information in
world-class weather resource and it forecast for a specific period of time, if it exists.

“Recommendations Generator” (RG) is an important component that generates
recommendations based on the result of the DD functioning. Recommendations are
divided into two types: the advice on social behaviour and communication and the
advice on things to take with yourself on the specific trip.

“Database data input” is a component that is used for “remembering” the results of
system work in the database “Danger sources”. The database consists of structured and
detailed information on danger sources, their peculiarities and ways to minimize the
risks.

As it was already mentioned above the system has two types of users, tourists and
administrator, which is why there are two types of user interfaces that give the user
different opportunities (Fig. 3).

The most complex components of the system are News Monitoring and Danger
Determination. Their architectures are described in Figs. 4 and 5.

The News Monitoring component consists of the following subcomponents:

• “Key-words database reading” component – reads information on key words
search list that consists in database “Danger sources”.

• “Web-site grabbing” is devoted to searching articles according to key-words list
through news web-sites and putting it in temporary news.txt file in the cloud.

• Danger sources search” detects the most important articles according to the
news popularity in the Internet. The result of Danger source search is the result
of the component functioning.

Tourist

Subsystem “Safe Tourism”

Administrator

Choosing the date of trip 

Generating the list of safe tourist 
destinations

Choosing the desired destination

Generating recomendations

Filling database

Reading data from the 
information sources

«uses»

«uses»

«extends»
«uses»

«uses»

«uses»

Fig. 2. Users of the system
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The Danger Determination component consists of the following subcomponents:

• “Attractivety computing” is devoted to defining most popular regions for the
tourist trips, taking into account seasonal issues and destination features.

• “Danger predictioning” component functioning is based on developed methods
to predict natural dangers [21].

• “Danger sources determination” component defines which emergencies are
more likely to occur in a region and what are the danger sources.

Danger Determina on Recommenda ons Generator

News Monitoring

Weather Informa on Extrac on

Database data input

User interface “administrator”

User interface “tourist”
News web-sites Weather source

Data base “Danger sources”

Interface1

Interface2

Fig. 3. Architecture of the system “Safe Tourism”

Web-site grabbing

Danger sources search

Key-words database reading

News web-sites

Database output

Output

News Monitoring component

Fig. 4. Architecture of the News Monitoring component
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• “Danger level computing” counts the influence of every danger source and
possible level of threat.

• As a result the beta version of the system is developed (Fig. 6).

4 Conclusions

Scientists in Lviv Polytechnic National University and Bukovyna University are
working on a project of mobile information system for providing safety recommen-
dations during the trip – “Safe Tourism”, main purposes of which is to detect danger
sources in a region, count the danger level and provide personalized recommendations
to the tourist on where to go and how to behave to avoid emergency.

A rac vity compu ng

Dangers perdic oning

Danger sources determina on

Danger level compu ng

News Monitoring 
Result

Weather informa on 

Output

Danger Determination component

Fig. 5. Danger Determination component structure

Fig. 6. “Safe tourism” recommendations user interface
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As a result the authors developed and presented the architecture of the system “Safe
tourism” to give personalized recommendation on how to avoid danger situations or
minimize the risk taking into account various dangerous situations using several kinds
of information sources: database with archived information on past dangerous situa-
tions and ways to minimize risks, up to date internet news web-sites and up-to-date
weather conditions sources. The structure of the system is presented with the help of
UML diagrams.
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Abstract. The tasks of determining the state of the organizational information
security culture are considered. Despite the dozens of technical and techno-
logical means to provide an information security, the issue of quantifying the
level of information security culture (ISC) in the organization remains inade-
quately investigated. The personal information security culture of employee
becomes the basis of organizational ISC. The model for identifying a personal
ISC using the fuzzy logic for the formalized assessment of personnel ISC in the
overall quantitative assessment of the organization’s IS was proposed. The need
for this approach caused with difficulty of obtaining quantitative evaluation
indicators of personnel ISC in assessing the overall security of the organization.
As an example of using this model, the assessment of the user’s personal

cybersecurity culture is considered. It was carried out by collecting the input data
by questionnaire and represented as the “inputs-output” surfaces of the fuzzy
hierarchical system. The results of the assessment show the problems in ISC wich
must be corrected with training, motivation and additional instructing. The pre-
sented model can be considered as a part of the ISMS audit, which assessing the
awareness of employees as one of aspects of the organization’s ISC.

Keywords: Information security culture � Fuzzy logic � Personal culture

1 Introduction

The development of a network society and widening of information technologies have
led to fundamental changes, but opened a new opportunities for success achievement in
business, high-tech goods and services production and social interaction. Nevertheless,
there are some new threats appeared (or showed themselves) with new opportunities
related with Internet of Everything “digital universe”.

Taking into account the rapid development of technical systems for IS it is still
almost impossible to exclude a person from the process of creating, processing,
transmitting information, which maintains a high degree of vulnerability to attacks
based on social engineering [1]. Also, the effective implementation of integrated
information security systems is a big enough problem for small under-funded and
developing private companies and start-ups with security implementation standards.
The reason is the high cost of software and hardware and the need to attract a highly
specialized staff with appropriate pay.
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Also, the importance of strengthening the human factor by raising the level of ISC
is caused by the possibility of catastrophic consequences as a result of the occurrence of
IS incidents on critical infrastructure objects.

One of the key issues in the design and implementation of the Information Security
Management System (ISMS) is to determine the current ISC level of the employees and
participants of the organization’s information processes. The requirements for the
technical IS aspect are devoted to many industry standards, recommendations and
techniques that are intended to justify, evaluate and improve the system of policies and
tools for IS providing.

During the audit of the organization ISMS, there are weakly formalized methods
for evaluating the ISC of employees in the overall IS system of the organization. It
should be noted that hardware protection systems are aimed at responding and elimi-
nating the effects of IS incidents on known attacks only, and detecting and responding
to attacks of new types is a function of personnel.

Thus, the indivisibility of the personal ISC of the employees (as end-users of the
internal information space of the organization) and the organizational ISC is the basis
for further study of the personal information security culture.

2 The Aim of Research

As a component of the expert system for assessing the state of the organizational ISC,
is considered the block for assessing the state of the personal cybersecurity culture of
the end-user, which employees are. Since personal skills and knowledge in the field of
information security directly affects the ISC, identifying the “weaknesses” of direct
participants in the information space of an organization will help to further determine
the set of necessary measures to eliminate spread the basics of ISC among employees,
which will enhance the overall ISC of organization. So, the aim of the study is
researching of personal information security culture by forming an expert system using
the fuzzy logic algorithm.

3 Related Works

Problems of using a culture as a carrier and translator of safe and informed behavior are
of interest to many potentially dangerous knowledge areas, such as nuclear energy,
ecology, medicine, – in areas where human activities can have destructive effects.
Culture is considered as a source of wealth and rarities factors in the economic behavior
modeling [2].

Problems of culture evaluating in various fields have troubled many scientists. The
culture as a factor of ensuring an environmental safety was investigated by I.V. Les-
nikova and N.M. Yastrebova. The issues of the safety culture formation in the nuclear
energy field are dedicated to the work of Ukrainian and foreign researchers: V.V.
Begun, G.A. Novikova, etc.
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The works of Schlienger and Teufel [3] are devoted to the consideration of the ISC
from the standpoint of the influential instrument of the existing corporate culture.

In more detail, organization’s ISC aspects that directly related to the source of risk -
the staff, are presented in the works Krombholz et al. [4], Mouton et al. [5], Okere, van
Niekerk and Carroll [6], Alhogail and Mirza [7], Ochang et al. [8]. Such increased
attention to the human factor is due to the impossibility of excluding a person as a
participant in the process of information processing. Consequently, gaps in information
security of direct implementers will be sources of IS threats to the organization.

Effective models for assessing the level of culture in general and the culture of
information security, in particular, recognize the models of indicators considered in [9],
and as the most appropriate ones are presented in the models of latent variables,
determined by causal and effect-indicators [10].

Recently, the attention of sociologists and other scientists is attracted to a socio-
technological culture phenomenon. Socio-technological culture of employees is an
organic part of the corporate culture aimed for integrating the achievements of technical
and human sciences, applying integrated principles to studying the company’s social
space, its “healthy” functioning in a competitive market and its active development in
accordance with the goals of the organization’s development [11].

According to assertion [7], an ISC can be defined as collection of perceptions,
attitudes, values, assumptions and knowledge that guide the human interaction with
information assets in organization with the aim of influencing employees’ behavior to
preserve information security. Also, one of the concept definitions of ISC can be noted
one that reflects the attitude towards information and information space as one of the
most dangerous and most influential environments. Thus, the exemplary attitude to
security has been formed in the nuclear power industry: “The security culture is a set of
characteristics and peculiarities of organizations’ activities and individual behavior
establishing the security problems of nuclear power plants as having a higher priority
are given attention that is determined their significance” [10].

The above definition covers not only the hardware and technology problems of
information resources, but also a set of behavioral templates guided by the personnel
(operators, administrators, other employees of the organization, management) in the
course of inside and outside professional activities. The importance of continuous
compliance with the IS principles is due to the scale and continuity of information
threats, the multi-vector attacks on information resources, complicated understanding
of the hidden value of information, which is perceived as not important.

4 Research Methods and Data Collection

For the quantitative assessment of the ISC participants level for the organization’s
information processes and it’s supporting the using of artificial intelligence methods in
particular are proposed. The use of expert systems (ES) (as opposed to decision support
systems) allows not only a simulation of an expert’s considerations but also provides an
explanation for the findings made [12]. The following recommendation is based on the
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analysis of the existing ES, taking into account the advantages and disadvantages of
their different types. For a given task, it is worth developing an ES based on rules.
Because this makes it easy to create and adjust a rule base in the event of a change in
the characteristics of the real system, the addition of a linguistic model or new solutions
options. A set of fuzzy production rules has been adopted as a basis when developing
the ES based on a fuzzy inference system (FIS).

This paper aims to determine the level of personal ISC of employees. Since the
physical measurement of ISC indicators is impossible, it was proposed to resort to
questioning respondents with subsequent processing of the results. To determine the
level of personal ISC, a questionnaire has been developed and contains clear and
concise answers. To preserve the interest of the participants, the survey takes no more
than 5–7 min for the respondents. Increasing the number of questions or a proposal to
form a detailed answer will result in a loss of interest among participants and will have
a negative impact on the results of the final questions. Questioning was carried out on a
voluntary basis and with the preservation of anonymity (without collecting e-mail
addresses). To compile the questionnaire Recommendations [13] were used.

The target audience is represented with students of the 121-Software Engineering
specialty and participants of projects that are implemented by the Information Tech-
nologies and Software Engineering department of CNUT.

The purpose of the survey is to obtain data from primary sources regarding the use
of cyber defense tools and methods by end-users in their daily activities (studies, work,
project activities and recreation). At the same time, participants’ questioning is justified
by the fact that they are active users of the internal information space during activity,
and the formed foundations of the personal cybersecurity, as a fragment of a personal
ISC, affect work and project activities.

The questionnaire contains 9 questions that cover the basic provisions regarding the
basics of personal cyber defense. The probability of error when filling out the ques-
tionnaire is minimized by providing a variety of and the most clearly compiled
response options. Questions are logically grouped into 3 blocks and focus on ensuring
the protection of accounts, personal gadgets and OS.

According to the results of the survey, 39.5% of respondents prefer to work with
administrator rights; 52.6% use one common account for business and personal use.
18.4% of participants are highly active in social networks and regularly update
information and photos. The same part of the respondents use personal pages in social
networks to collect and store an interesting for them information. 39.5% of respondents
are rare visitors to their own pages, and 21.1% have lost interest in social networks.

47.4% of respondents monitor the relevance of software using automatic OS and
software updates. 44.7% prefer a selective upgrade approach. At the same time, 44.7%
of respondents did not installed any anti-virus software, and only 21.1% of participants
carry out regular anti-virus checks of their own systems.

Half (50%) of respondents prefer to protect their gadgets with a biometric key,
28.9% of respondents use symbolic or graphical blockers.
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As for the password policy, 15.8% of respondents use “strong” passwords for each
account and then save them with the help of the password manager, 21.1% store unique
passwords on physical media (notebooks, individual files). The majority of respondents
(44.7%) prefer to use several memorable passwords for most registration cases. Other
respondents use the same password for all accounts or use password autosave in the
browser.

5 Assessment of the Level of Personal Information
Security Culture

Since the model of personal ISC of the end-user (employee, digital partner, interme-
diary) cannot be formalized with exact mathematical methods, intellectual methods
based on a humanlike inference system can be used to solve this problem.

As a mathematical apparatus for determining the level of awareness, we will use the
provisions of fuzzy logic [14] and the fuzzy sets theory. This approach avoids the need
for quantitative assessment of indicators, replacing them with qualitative characteristics
in the form of phrasal statements. This method has shown good formalization results in
the works of Singh and Tomar [15], Khare, Rana and Jain [16], Atlam et al. [17].

Thus, the use of fuzzy logic solves the problems associated with the inaccuracy of
quantitative characteristics determination, uncertainty in describing the situation, etc.

We will form the input data for constructing a hierarchical fuzzy knowledge base to
determine the basic level of awareness in the issues of personal cybersecurity (Table 1).
Thus, 9 linguistic variables grouped logically into three blocks were formed.

We see that it is extremely difficult to obtain accurate or at least numeric input
variables in such field as an ISC and also to establish formal dependencies between
inputs and the resulting variable, so it was decided to take advantage of the fuzzy logic
methods built on the Mamdani algorithm [18]. The rulebase is transparent and easy to
understand, and makes the rules accessible for simplified correction. This makes it easy
to interpret in terms that are understood not only for developers, but also for users.

To form a fuzzy system for assessing the base level of end-user personal cyber-
security culture, we used the MATLAB computing environment Fuzzy Logic
Designer. When forming a fuzzy model, it was decided to resort to the hierarchical
principle of construction, which makes it possible to reduce the number of rules and
easily operate with dependencies of intermediate variables on several inputs [19]. This
model is represented by three subsystems that correspond to thematic triples of
incoming variables and the resulting subsystem based on the three outputs of the
mentioned subsystems of a lower hierarchical level (Fig. 1).

Figure 1 shows a hierarchical system thatmodels the dependence y = f (x1, x2, x3, x4, x5,
x6, x7, x8, x9) using four knowledge bases. These knowledge bases describe such depen-
dencies: y1 = f1 (x1, x2, x3), y2 = f2 (x4, x5, x6), y3 = f3 (x7, x8, x9) and y4 = f4 (y1, y2, y3).

To describe the variables a triangular membership functions selected. The variables
x1, x2, x4, x5, x7, x8 we decided to characterize with three terms. The variables x3, x6, x9,
y1, y2, y3, y4 were proposed to describe with five terms.
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Table 1. Input data of the hierarchical fuzzy knowledge base

Name of variable Linguistic
variable

Possible answer Term
Resultant Intermediate Input

y4 y1 x1 Accounts for
work and
interests

Single account with device sync L
Partially separated accounts and
gadgets

M

Strictly separated personal and work
accounts and gadgets

H

x2 Account in OS Administrator account M
User account H
No account L

x3 Activity in
social
networks

Accounts in main social networks
(personal information,
photos, preferences)

L

Profile for notes and multimedia ML
Accounts with a rare update M
Outdated account MH
No accounts H

y2 x4 OS and
software
updates

Auto update H
Selective installation of updates M
Ignoring updates L

x5 Antivirus
software

Installed on each computing device H
Installed on a laptop/computer M
Antivirus is not installed/activated L

x6 System scan
with antivirus

Once a week H
Once every two weeks MH
Once a month M
Even less often/even more rarely ML
Never (antivirus is not installed) L

y3 x7 Online
banking

High/regular activity L
Low/rare activity M
No activity H

x8 Lock phone
and laptop

Symbol or graphic blocker M
Biometric screen blocker (fingerprint) H
Absence/ignore lock function L

x9 About
passwords

Separate password for each
account + storage on media

MH

“Strong” passwords + password
manager

H

Several memorable passwords M
Autosave of passwords in the browser ML
Single password for most accounts L
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Thus, for example, for the variable x1:

• Term “L” corresponds to the answer to the question in the form – “I use single
account, laptop and smartphone, I appreciate the mobility and advantages of
synchronization”;

• Term “M” corresponds to the answer to the question in the form – “The line
between work and personal gadgets is very conditional but I try to separate them”;

• Term “H” corresponds to the answer to the question in the form – “I use a working
laptop, telephone and a separate mailing address”.

By means of formation of the hierarchical fuzzy rulebased systems, there were
compiled 45 rules for the FIS_y1.fis subsystem, 31 for the FIS_y2.fis, 45 for the
FIS_y3.fis and 105 for the FIS_y4.fis top-level subsystem.

The control of the correctness and completeness of the created rule base of the
resulting subsystem is possible due to the modeling of the “inputs – outputs” surface
for y4 = f4 (y1, y2, y3) (Fig. 2) and others according to modelling system.

The data obtained from the surveys gave us an opportunity to formulate the level of
ISC based on awareness of basic cybersecurity issues for each participant (Fig. 3).
Based on these results, definitions of the general level of basic awareness of the
personal cybersecurity issues within this group was determined.

The results are shown in Fig. 3 indicate that the existing level of the personal ISC
for respondents can be described as “below average (ML)”. Such an estimate obtained
with the help of fuzzy logic methods makes it possible to substantially simplify the
formalization of an expert assessment. And also move from qualitative evaluation to
quantitative and increase its accuracy.

x1

f1x2

x3
x4

f2x5

x6
x7

f3x8

x9

y1

f4
y2

y3

y4

Fig. 1. Hierarchical fuzzy knowledge base
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It is clear that it is necessary the ISC introduction implement using project-based
approach and taking into account the need for continuous improvement of this process’
implementation. It can be realized with the project or/and process approaches in the
formation, implementation and realization of the organization’s ISC.

Thus, if a problem arises with the determination, formation and further improve-
ment of the ISC of employees and participants in the organization’s information pro-
cesses by increasing awareness of IS issues, the introduction of ISC into the socio-
technological culture a complex project approach can be used. The main stages can be:

Fig. 2. The “input-output” surface of the resulting fuzzy system FIS_y4.fis

Fig. 3. The results of survey: awareness level of basic cybersecurity issues of participants
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• Substantiation of expediency and necessity of implementation or improvement of
ISC in the organization;

• Analysis of the current ISC level in the organization and planning measures for its
implementation or improvement;

• Realization of planned activities and ISC implementation for all participants in the
organization’s information processes.

The question of ISC formation and wide-scale introduction in organizations should
be considered as a standardized procedure. It is clear, it is necessary the ISC intro-
duction implement using project-based approach and taking into account the need for
continuous improvement of this process’ implementation.

6 Conclusions and Perspectives

As a set of basic recommendations of the providing appropriate level of the organi-
zation’s ISC, it is proposed to develop an expert system that will determine the level of
the existing organization’s ISC including the assessment of the level of the personal
ISC. A model for estimating the level of personal culture is constructed with using the
fuzzy logic.

The advantages of this approach to assessing the level of the basic culture of
end-user cybersecurity can be seen in terms of clarity and simplicity of implementation,
the convenience of adjusting the rule-base in the event of the need case to make
changes. The ability to use AI in AI stands out with its ability to be used for assessing
the ISC that is not susceptible to machine logic. Among the disadvantages we can
notice the expert subjectivity when compiling the rulebase. This lack can be reduced
involving a group of experts.

The main perspective of our research is including the inputs weights of the expert
model and taking into account a risk factors.

Also discussion questions can be:

• Formation of a sufficient amount of input data, and the establishment of
interconnections;

• Determination of the importance of various factors;
• Construction of an expert information system for assessing the level of culture of

information security of the organization;
• Use of neural networks for the formulation of recommendations based on evalua-

tion results.
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Abstract. This work proposes a new approach for identifying heart anomalies
on electrocardiograms data using linguistic modeling. The process of identifying
anomalies in the proposed approach consists of the following subtasks: the
subtask of interval splitting, the subtask of linguistics, the subtask of anomalies
searching. The approach includes: the creation of a linguistic pattern database,
represent ECG as well as linguistic chain, use linguistic pattern database to
search for linguistic chain parts based on abnormal patterns. Linguistic model is
suggested for the creation of an anomalies database for further detection in a
cardiogram, reproduced in the form of a linguistic chain. Storing ECG as a
linguistic model facilitates is easy for data storing and data search in patient
history. Linguistic pattern database has filling stages: signal conversion in digital
time series, interval splitting, matching interval with an alphabet symbol, cre-
ation of alphabetic symbol time series. Anomalies search based on seeking
abnormal linguistic patterns in ECG linguistic chains.

Keywords: ECG � Linguistic modeling � Linguistic model � Linguistic chain

1 Introduction

Electrocardiography is one of the basic methods of heart research and diagnostics of
diseases of the cardiovascular system. An ECG is a curve that displays the electrical
activity of the heart. Essentially, an ECG is a record of variations in the potential
difference occurring in the heart during its excitation. All ECGs are classified by
physicians as normal and abnormal, which contain anomalies in the work of the heart.
Anomalies detection in ECG is the definition of areas on the curve that do not cor-
respond to the normal work of the heart and contains one of the anomalies in the work
of the heart (for example, arrhythmia, ischemic disease, etc.).

The modern approach to cardiology is to analyze the ECG automatically. It allows
to provide information support for diagnostic decisions of a doctor, and also to provide
an increase in accuracy and reliability of diagnostic findings, which ultimately con-
tributes to increasing the effectiveness of diagnosis and treatment of pathologies of the
cardiovascular system of a person.
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Methods of intellectual decision-making support for physicians based on computer
processing and data analysis are not yet widely used, although automated information
analysis already allows solving many medical tasks, in particular, related to the diag-
nosis of the functional state of the cardiovascular system.

In the article proposes new approach to recognizing anomalies using linguistic
modeling and linguistic chains.

The article consists section “Introduction”, “Mathematical approach to recognize
anomalies”, “Abnormal patterns from LPDB”, “Discussion” and “Conclusion”. Sec-
tion “Introduction” describes related work, researches tasks, linguistic model and ECG
methods. Section “Mathematical approach to recognize anomalies” describes three
subtasks of construction a linguistic ECG model. Section “Abnormal patterns from
LPDB” describes examples of graphic images of an anomaly and the corresponding
linguistic chains.

1.1 Related Work

The analysis of existing software tools for the analysis of anomalies based on ECG data
showed that many of them are based on the use of neural networks. The use of an
artificial neural network is conditioned by its ability to process fuzzy and complex
output data for their classification [1].

Currently, several types of neural networks are used: full-fledged [2], convolutional
[3], recurrent [4]. Typically, for working with sequences, convolutional or recurrent
neural networks are used, since the usual ones do not take into account the temporal
bonds in sequence, as they do, for example, the convolution (and this can be controlled
through the length of the convolution nucleus) or recurrent where the mechanism of the
bundle between adjacent states is embedded in the structure of the neural network.

For a simulation through recurrent networks, more memory is needed than by
modeling their convolution. In addition, recurrent neural networks are difficult to learn
in sequences of a great length (more than a few tens of steps) due to “explosions” or
“fading” of gradients.

The advantage of neural network technology is an ability to classify events that are
not in the training set, summarizing the previous experience and applying it in new
cases. However, to train an artificial neural network, one needs to use a large amount of
accumulation information (cardiograms) as training and, as a result, significant hard-
ware and software resources.

In addition to the approach mentioned above to detecting and analyzing anomalies
(emissions or novelty), there are other ones.

The statistical approach is based on identifying extremes for certain types of data.
This approach is easily visualized using a span chart. In this case, the anomaly is not
always characterized by extreme values, which is a disadvantage of this approach.

The idea of the model approach is the following: building model that describes the
data (for example, regression model, F model, SVD, linguistic model, etc.). Points that
are very different from the model marked as abnormal. The advantage of this method is
the ability to consider nature and specificity of the data. The disadvantages include the
fact that the method is more suitable for detecting novelty than for detecting emissions.
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The iterative approach consists the detection and deleting abnormal objects on each
iteration step. Complexity and accuracy are disadvantages of this approach.

The describing methods above allow determining the anomalies of one parameter
(one indicator on a cardiogram).

In case of a metric approach will be few neighbors elements in emissions. That is a
clustering task. As a measure of an anomaly the “distance to the k-neighbor”, the
distance of Mahalanobis is being used. It is worth noting that this approach is the most
common. For example, the following machine learning methods are being used for
anomalies detection:

• OneClassSVM;
• Isolation Forest;
• ElipticEnvelope;
• Association rules.

These methods can be widely used both for training neural networks and in the lin-
guistic model, that is presented in this research.

In paper [5] proposed tomodify the methods of selecting Initial centroids. Instead of a
random selecting of cluster point in K-means, the enhanced approach is using the
Weighted Average Mean as the basis for selecting initial configurations or initial con-
ditions. In paper [6] proposed f novel singleton Apriori has been proposed in this paper
that scans all items in a transaction in a database only oncewhich results inminimizing the
scanning time. In paper [7] proposed novel fuzzy-based multi-fever symptom classifier,
that has two stages. The first stage is fever type confirmation using common fever
symptoms, leading to fivemajor fuzzy rules and the second phase is determining the level
of infection (severe or mild) of the confirmed type of fever using unique fever symptoms.
In [8] proposed Priority Based New Approach for Correlation Clustering method, that to
solve the problem of chromatic correlation clustering where data objects as nodes of a
graph are connected through color-labeled edges representing relations among objects.

It is recommended to use a joint method that includes several types of different
methods to improve the accuracy of determining anomalies.

1.2 Researches Tasks

Primary goal: increasing the accuracy and reliability of diagnostic conclusions about
the state of the cardiovascular system due to the development of new computer
methods of ECG data procession.

The research purpose:

– Creation of a linguistic pattern database (LPDB);
– Represent ECG as well as a linguistic chain;
– Use LPDB to search for linguistic chain parts based on abnormal patterns.

1.3 Linguistic Model

Linguistic model – set of symbolic (linguistic) sequences based on the same linguistic
parameters and formal grammar restored from this set [9].
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LPDB filling stages:

• Signal conversion in digital time series;
• Interval splitting. Split the time series value domain into intervals of one of four

types:
– Equivalent intervals;
– Logarithmic intervals;
– Equiprobable interval;
– Intervals for a specified distribution (Poisson, Dirichlet, normal, beta distribu-

tion, etc.). The number of intervals should correspond to the alphabet chosen;
• Lnguistization. Matching interval to alphabet symbol;
• Creation alphabet symbol time series.

1.4 ECG Methods

ECG methods are described in [10].
The curve, which reflects the electrical activity of the heart, is called an (ECG).

Thus, an ECG is a record of the variations in the potentialities that arise in a heart
during its excitation. When registering an ECG in each heart cycle, a series of peak
connected to each other is struck out. Vertically, the voltages of the teeth are displayed,
horizontally - their duration. Einthoven called them the Latin letters P, Q, R, S, T - in
the order they appear from left to right.

In Ukraine, the standard of a tape’s speed is 50 mm/s (abroad is 25 mm/s). At a
50 mm/s speed of the tape, each small cell, set between the adjacent vertical lines
(distance 1 mm), corresponds to an interval of 0.02 s. Each fifth vertical line on an
electrocardiographic tape is thicker. The constant speed of the ribbon and the mil-
limeter net on the paper allow measuring a duration of the teeth and the intervals of the
ECG, as well as an amplitude of these teeth.

The electrocardiogram shows schematically three primary indicators of Fig. 1:

– Teeth - bulges with a sharp angle up or down, which are denoted by P, Q, R, S, T;
– Segments - the distance between neighboring teeth;
– Interval - a gap that includes both a tooth and a segment.

Based on the indicators mentioned above, the cardiologist determines the level of
reduction and restoration of a heart muscle. In addition to these indicators, the electric
axis of the heart can also be determined during the electrocardiogram take off, indi-
cating the approximate location of the organ in the chest cavity. The latter depends on
the design of the human body and chronic pathology. The electric heart axis may be
normal, vertical and horizontal.

When decoding the ECG, the norm will be as follows:

– The distance between the teeth R and R should be equal throughout the cardiogram;
– The intervals between PQRST should be 120 to 200 m/s (figuratively it is deter-

mined by 2–3 squares). This is an indicator of the passage of the pulse in all cardiac
departments from the atrium to the ventricles;

– The interval between Q and S indicates the passage of the pulse through the ven-
tricles (60–100 m/s);
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– The duration of the contractile capacity of the ventricles is determined by Q and T
(in the norm 400–450 m/s).

The least deviation from these parameters may indicate the onset or development of a
pathological process in the cardiac muscle.

2 Mathematical Approach to Recognizing Anomalies

According to the phases of construction of a linguistic ECG model, the initial task will
be divided into the following subtasks:

– The subtask of interval splitting;
– The subtask of linguistics;
– The subtask of anomalies searching.

2.1 The Subtask of Interval Splitting

Assignment of the given subtask is construction a user alphabet by splitting a sorted
numerical series of ECGs into a plurality of intervals, each element of which charac-
terizes a particular letter of the alphabet.

It is given:

– Hypothetic complexity of the alphabet a;
– The vector of integers �D with capacity k ¼ �Rj j.

The results:

– The vector of pairs of integer values �I with capacity n ¼ �Ij j.
Restrictions: defined by the maximal amplitude of ECG device.

Fig. 1. Schematic elements of ECG
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An interval approach can be used to break up the multitude of numerical data of a
series. We will arrange the intervals of the received sequences. We will consider
intervals which are not degenerate, that is, the upper and lower boundaries of the
interval do not coincide.

The following types of interval splitting are possible:

– Equivalent intervals;
– Logarithmic intervals;
– Equiprobable interval;
– Intervals for a specified distribution (Poisson, Dirichlet, normal, beta distribution,

etc.).

As a result of an interval splitting, we receive two sets of intervals:

I0;1 ¼ a0; a1½ �; I1;2 ¼ a1; a2½ �; . . .; IN�1;N ¼ aN�1; aN½ �;

where a0 ¼ min a kð Þð Þ; an ¼ 0;

J0;1 ¼ b0; b1½ �; J1;2 ¼ b1; b2½ �; . . .; JN�1;N ¼ bN�1; bN½ �;

where b0 ¼ 0; bn ¼ max b kð Þð Þ;
There are two ways to represent time series: in absolute values or by using

normalization.
After choosing the alphabet (for example, Latin), we assign to each member of the

sequences a kð Þð Þ and b kð Þð Þ characters of the alphabet ai and bii ¼ �1;K; j ¼ �1; L: We
will note that the capacity of the alphabet should be not much smaller than the sequence
a (k) ⊕ b (k). As a result of these transformations, a linguistic sequence ci has been
obtained.

2.2 The Subtask of Linguistics

Assignment of the given subtask is to obtain a linguistic chain by finding the appro-
priate letter of the alphabet for each value of the numerical number of the ECG. The
letter of the alphabet uniquely corresponds to a certain interval from the set of intervals
obtained as a result of the solution of the previous problem.

It is given:

– The vector of integers �R with capacity k ¼ �Rj j;
– The vector of pairs of integer values �I with capacity n ¼ �Ij j.

The results:

– The vector of real �A with capacity k.

Restrictions:

8xi 2 �A : 9di 2 �R; 9yj 2 �I; di 2 y1j ; y
2
j

h i
; xi ¼ j;where i 2 0; k½ Þ; j 2 0; k½ Þ ð1Þ
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2.3 The Subtask of Anomalies Searching

The task purpose – to find a pattern (word) in the linguistic chain (text). In the future,
short chains of patterns will be names as words, and an ECG in the form of linguistic
chains will be named as a text. To search for words in the text, there are classical
methods that are not the purpose of this study. For example, Isolation Forest [11] and
text mining algorithms [12] can be used.

3 Abnormal Patterns from LPDB

Below are examples of graphic images of an anomaly and the corresponding linguistic
chains.

In Fig. 2 is being shown an enlarged right atrium. Peak amplitude P in lead II >
2,5 mm (P pulmonale). Specific has only 50%, in 1/3 cases P pulmonale called by
increase left atrium. Marked by COPD, congenital defects of the heart, congestive heart
failure, CHD. Template value = ‘KKMKJJNEJJJKMNMLKKKKKL’.

In Fig. 3 shows the following:

• Dextrocardia. Negative peaks P and T, inverted complex QRS in lead I without
increase peak of amplitude R in chest leads. Dextrocardia can be one of the situs
inversus display or isolation. Isolated dextrocardia often combines with other
congenital abnormalities, including corrected transposition of main head arteries,
pulmonary artery stenosis, ventricular septal and interatrial defects.

• Wrong electrode attaching. If electrode, destined for a left hand, was attached on
right hand, then registered negative peaks P and T, inverted complex QRS
with a normal location transition zone in chest leads. Template value =
‘LMLLLMNCMLMLLKKKLMMMM’.

Fig. 2. High peak P in lead II
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In Fig. 4 the increased left atrium is being shown. P mitrale: in lead V1 last part
(rising knee) peak P expanded (>0,04 c), amplitude >1 mm, peak P expanded in II lead
(>0,12 c). Observer in mitral and aortic defects, cardiac insufficiency, myocardial

Fig. 3. Negative P in I lead

Fig. 4. Deep negative P in lead V1
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infarction. Appear specificity of these indicators—more than 90%. Template
value = ‘ONNNNNNNLMNNPAMNNNNNN’.

Storing ECG as a linguistic model facilitates secure data storing, and data search in
patient history.

4 Discussion

Suggested approach has some ECG specialties: proposed approach improves existing
methods ECG procession, clearly structured data storing allows to avoid redundancy of
data and requires less storage volume, improved ECG analysis algorithm allows to
define violation in heart work.

The described approach can be a part of the modern medical reform realization, that
include electronic storing and data processing patient history.

5 Conclusions

Describing the creation of linguistic pattern database allows data storing in a linguistic
chain view. Anomalies pattern building are suggested. Anomalies search based on
seeking abnormal linguistic patterns in ECG linguistic chains. Data representation is
easy for procession and viewing.
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Abstract. At the education of children with autistic spectrum disorder, special
attention should be paid to the correction and maintenance of certain skills. In a
variety of assistive technologies and application for students with autism, there
is a problem of choice of the relevant product that will fully satisfy users’ needs.
Such IT product should have appropriate educational characteristics, as well as
take into account users’ needs and strengths. A recommender system to support
such decision making is one of the approaches to deal with the problem. The
modeling of such a system is the first stage of its design.

Keywords: Student with ASD � Universal design � WCAG � Social skills �
Communication assistance for student with ASD

1 Introduction

The deviation of the autistic spectrum is can be detected at the age of 2–4 years, when
specialists can specify abnormalities in communication with other people and the
outside world i.e. difficulties with social communication, interaction, and imagination.
Since 2013, all autism-related diagnoses are described by the term Autism Spectrum
Disorder (ASD). Autism spectrum disorder is a common term used to group some
brain disorders, including autistic disorders, Asperger’s syndrome, children’s disinte-
gration disorder, and other widespread developmental disorders, including intellectual.
A child with ASD has special needs in organizing of the educational process.

In addition to medical and pedagogical support of the education of children with
ASD, it is undoubtedly that various information technologies became an important
modern tool for the improvement of educational process. The goal of this paper is to
answer the questions: How to choose the most appropriate application for each student
with ASD in a variety of existing ITs? How to support such decision? What are the
most relevant features of applications for students with ASD? What should be the
structure of a recommender system, that will help in choosing such application?

The structure of paper is organized as follows. Section 2 briefly describes the
related works on available information technologies, designed for students with ASD to
find the most relevant features of such technologies. All the technologies were divided
into groups. The technologies in each group are aimed to improve some specific
psychophysiological feature of a student with ASD. Section 3 investigates the features
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of the ICT evaluation, designed for the education of children with ASD. Section 4
presents a model of a recommender system, that will allow to support the decision of
which application should be chosen to fulfill the educational demands of a precise
student with ASD. Section 5 addresses the conclusions and future work directions.

2 Related Works

2.1 Features of Teaching Children with ASD

Education is said to be one of the most effective ways of socialization of people with
special needs. For people with ASD, learning has some specifics and should be focused
on correcting the relevant skills. Researchers identify similar skills, the correction and
maintenance of which is important for the education of children with ASD.

In [1], it was emphasized that it is necessary to improve communicating, social
skills and traditional education activity. Aresti-Bartolome [2] underlines the importance
of improving communication and interaction, social learning and imitation skills, and
other related conditions for the education of such children. On the basis of the above
mentioned researches, and taking into account the professional advices of the spe-
cialists of governmental educational institution for children with ASD (Dovira center at
Lviv, Ukraine, founded in 1974, now has about 250 students), we shall analyze the
existing informational technologies for student with ASD concerning whether it assists
some academic discipline, or some special skills, relevant for such student. I.e., we
shall divide the information technologies into three groups, the Communication skills
assisting group, the Social skills assisting group, and the Academic education assisting
group.

2.2 The Variety of Information Technologies for Students with ASD

Although most children are now considered as “digital hostages”, children with ASD,
on the contrary, feel very comfortable, more willingly “communicating” with modern
gadgets and other technological devices. In the article for the Indiana Resource Center
for Autism, authored by Kristie Brown Lofland, children with ASD are “visual
learners”, which means that modern information technology, including assistive
technologies, can be a valuable tool in the educational process [3, 27, 33, 34].

Researchers claim that people with ASD consider interaction with a computer or
tablet less stressful and more engaging than interaction with other people. Information
technology helps children with ASD to become more confident in social situations [31].
In “Huffington Post 2015” [4], it is explained how modern technology helps children
with ASD, and special teacher Kathryn deBros claims that modern technology is a
powerful auxiliary tool for students who need to be socialized.

The University of Bath (https://www.bath.ac.uk/) is one of the active researchers in
the field of life support and education for people with ASD. This institution offers the
“SMART-ASD: Matching Autistic People with Technology Resources” course for
those who want to improve their theoretical and practical knowledge related to autism
[5]. In this course, the University staff recalls the technologies used to support an
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education of students with ASD. Such technologies are augmented reality, virtual
reality, robots, mobile + tablet (sometimes called the iPad and mobile technologies),
Tangible technologies [5]. The course highlights the advantages and disadvantages of
applications developed with the use of such technologies, their features, etc.

The researcher Aresti-Bartolome [2], in the list of the most relevant technologies
for application development, suggests by mixed reality, virtual reality, augmented
reality, robots, and telehealth.

2.3 ICT in Support of Communication for Students with ASD

The Autismspeaks organization [6], founded in the USA to find a cure for autism,
claims that around 25% of ASD children are non-verbal, the ability of others to
communicate is low. Difficulties in communication significantly affect the quality of
life, education, development of social relations.

With the exception of verbal language, all communication is considered to be
assistive and augmentative/alternative communication (AAC). Sue Fletcher-Watson [7]
advices to communicate with ASD children using applications for AAC communica-
tions to enhance its quality. The Proloquo2Go application, suggested in [8, 9], allows
children with communication problems to work with images and text. The Claro reader
with text messaging is able to speak any available text with a wide range of voices, and
works at iOS, Android and Windows 10 [10]. There is also an alternative AAC
applications for adult users with ASD [11].

2.4 Assistive Technologies for the Improvement of Social Skills

One of the modern technology of assisting children with ASD is augmented reality
(AR). This technology combines virtual objects, generated by the computer, with the
real environment [12]. Researchers at Cambridge University have developed an AR
system, designed to help children and students with ASD by offering additional
visualization for learning or playing [13]. According to one of the developers of such a
system, the technology of AR can help autistic children to incorporate what they learn
from the computer system into their reality [14].

At Aspect Hunter school, Australia [15], children with ASD, while educated, are
using Sphero robots [16]. Such technologies are used to alleviate the unpleasant social
aspects.

The VR technology relates to the disability field, usually because of its ability to
overcome the physical and cognitive barriers to social integration. Researchers Nyaz
Didehbani et al. described virtual reality as a very promising and motivational platform
for safe practice and rehearsal of social skills for children with ASD [17].

2.5 Assistive Technology for Academic Learning

In addition to the listed above, one of the promising advanced technologies that can
help children with ASD, is a 3D holograms. The technology, based on 3D holograms,
is called mixed reality (MX). With the help of holography, educational institutions can
help each other to overcome a shortage or lack of a particular specialist or teacher [18].
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Microsoft HoloLens is the first self-contained holographic computer, that allows
communication with visual content and interaction with holograms around. HoloStudy
is a series of lessons in geology, physics, chemistry, and biology; the knowledge is
visualized in an unusual way, using all the features of mixed and augmented reality
[19].

Thus, we came into a conclusion that a huge line of existing information tech-
nologies and applications, designed to correct and support the educational abilities of
students with ASD. In general, adjustments take place in three main areas: to support
communication for such children, to develop their social skills, and to support the
process of academic education.

3 Features of the ICT Evaluation, Designed for the Education
of Children with ASD

In addition to the abovementioned, hundreds and thousands of applications, both online
and mobile, have been developed for the education of children with ASD. The authors
of such ICTs are not only companies and corporations that create commercial products
for the education of children with ASD, but also inclusive educators who develop
applications for their own professional needs, developers of free software, enthusiasts.
There is an indisputable need to support the process of choosing the best applications,
which would take into account the needs of all participants in the child with ASD
education.

3.1 The Digests of Applications for Children with ASD

There is a number of researches and digests [2, 20] that aim to discuss applications for
children with ASD training. The ASD experts offer ready-made digests to help to
choose such application [7, 8], but without specifying the parameters and character-
istics behind such applications election. In such digests, applications are grouped
according to different characteristics, mainly by the types of skills such applications are
to correct.

The DART project of the University of Edinburgh has conducted a research on
applications for people with ASD (http://dart.ed.ac.uk/app-reviews-fir/). It was selected
a 100 of the most relevant applications, that were evaluated for the following param-
eters: look and feel; accessibility; entertainment; meeting the needs of people with
ASD; and educational potential, etc.

In the above mentioned course offered by the University of Bath, it is suggested to
consider the following options for comparing applications [5]: size of the dictionary,
the size of the button, the availability of panels or dynamics, the level of distractors, the
level of availability of customization, the platform on which the application is
implemented, the cost.

The Autism Association of Western Australia (founded in 1967) offers a subjective
approach to choosing applications for children with ASD [20]. While choosing an
application, one should take into account the characteristics of the child that will use it,
its preferences, strengths, and weaknesses, the application environment; identify the
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desired features of such an application: the purpose of its use, the understanding of the
skills that can be improved with the application, and whether it may be used as a
reward or for motivation; some features of such applications are listed in Fig. 1, and
even more, it is necessary to check whether it is possible to print out a document in
such an application, the amount of resources of the computer or tablet it uses, whether
it is possible to use such an application individually, or it needs someone else to be
near.

The variety of appraisal characteristics of applications for teaching children with
ASD reveals the subjectivity of such assessments, while the best result should be
achieved with the objective evaluation of the applications by experts in ASD, inclusive
educators, teachers, IT professionals, and, undoubtedly, parents of children with ASD.

3.2 Accessibility and Usability Demands

The requirements for the development of the information technologies are set out in
standards and manuals (ISO/IEC 9126-1, RAMS and FURPS). The importance of
developing high-quality software is of particular meaning when it comes to supporting
the education and socialization of people with special needs. The accessibility and
usability of information technologies [21] are important features for users with ASD.

The demands of web accessibility and usability, for the most, pursue similar goals.
Web accessibility is considered as a component of universal design, the purpose of
which is to lower the discrimination level in access to the living environment for people
with special needs. Usability of web technologies is the availability of effective design
of websites and applications [21]. The main characteristics of accessibility and usability
of online resources for children with autism were discussed in [21]. In the paper, the
authors summarize different guidelines and proposed four main areas, the specifics of
which should be taken into account when creating an application for children with
autism (Fig. 2).

Fig. 1. Some characteristics of applications for children with ASD (after https://www.
autismapps.org.au)
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In [21], as well as in [22], a close attention is payed to the area of the graphical
layout of applications for users with ASD. As a result, a common and different in an
understanding of the graphical layout is presented at Fig. 3.

The widely used web content accessibility recommender system WCAG 2.0 is
offered by the World Wide Web Consortium (W3C) and was implemented as a standard
ISO/IEC40500:2012 in 2012. These recommendations are aimed at ensuring the avail-
ability of web content to a wider range of people with special needs, including blindness
and poor eyesight, deafness and hearing impairment, cognitive features, movement
restrictions, linguistic features and their combinations [23]. Following such guidelinewill
also make web content more usable for users in general. The model of the system of such
recommendations is given in [24]. The studies [21, 32] examines a number of approaches
and guidelines offered by various researchers to match web accessibility.

Fig. 2. Main areas of Accessibility and Usability guidelines for users with ASD

Fig. 3. The graphical layout approach of applications for users with ASD [21, 25]
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A series of information technologies, such as AChecker (https://achecker.ca/
checker/index.php), has been developed to automatically evaluate websites to comply
with WCAG 2.0 requirements at various levels. Investigating websites that are tangent
to inclusive learning by such a means is proposed in [24]. Unfortunately, this resource
does not allow you to automatically evaluate applications.

Thus, the authors concluded that it was necessary to develop a recommender
system for identifying the best application that would enable taking into account the
demands of all those involved in the inclusive education process. One of the basic
requirements is that an application should be in compliance with WCAG 2.0 (ISO/IEC
40500:2012).

4 The Model of the Recommender System

Recommender systems nowadays are implemented in various fields, including edu-
cation [25, 26, 28, 35]. The model of the recommender system that helps choosing the
best application for a student with ASD, is presented by means of the UML. The use
case diagram gives an idea, in particular, of the participants of the education process of
a student with ASD (Fig. 4).

To identify a better application, there are specialists of the child’s with ASD
education, who are involved in determining the correctional and educational needs of
such a child. The school administration sets financial and territorial requirements and

Fig. 4. The use case diagram of the recommender system of choosing an application to support
an education of a student with ASD
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restrictions to the requested application. Specialists in teaching children with ASD
make the software requirements according to the educational needs and personal
abilities of such a student. Experts, i.e. specialists in ASD and IT, evaluate the proposed
applications. The recommender system takes into account all the requirements and
limitations and offers the best option of the necessary application. The automatic search
[29, 30] for new applications will allow the dynamical search on the Internet for current
software that is useful for teaching children with ASD. Creating automatic application
ratings for students with ASD and other special needs will be useful when selecting it
in educational needs.

To present the overall workflows, data flows, and other related activities in the
designed recommender system, the activity diagram was used (Fig. 5).

Fig. 5. The activity diagram of the recommender system of choosing an application to support
an education of a student with ASD
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The development of the recommender system with the specified functions will
enable to improve and support the application search process, taking into account the
requirements and restrictions of the participants in the process of educating of the
student with ASD.

5 Conclusions

The most relevant features of the information technology, designed for an education of
a student with ASD, are the types of the skills, such technology should assist with.
Such information technologies can be divided into three groups:

• The Communication skills assisting group,
• The Social skills assisting group, and
• The Academic education assisting group.

Choosing the best application for teaching a child with ASD involves taking into
account both the needs of the autistic student and the needs of the relevant training and
correctional facilities. Moreover, when choosing the best applications, it is necessary to
take into account the professional, financial and technological capabilities of such
training and correctional facilities. The structure of the appropriate recommender
system, should be designed for comfortable use of the specialists of students with ASD
education, school administration, IT specialists. Such system will help the school
administration to support the decision making and consider the available economic
indicators, expert evaluation, and the needs of each student with ASD.

There is no solid approach in evaluation of an information technology, that is
designed for education of a student with ASD. The development of a universal tech-
nique, that will help to evaluate any IT for education of students with ASD, is a
direction of the next investigation. Having such technique will improve the decision
making process in education of students with ASD.
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Abstract. The article is devoted to a development of quantum biology as a
known scientific direction, which can give new decisions for various fields of
science and technology. More precisely, the article describes some deep
analogies between the structural organisation of long DNA sequences and of
long literary texts; in addition, applications of formalisms of quantum infor-
matics for modeling phenomenological results are shown. The described results
support thoughts of some authors that linguistic languages are a continuation of
the genetic language and that formalisms of quantum informatics can be
effectively used for modelling and understanding biological structures. The
author believes that the further usage of the concepts and formalisms of quantum
informatics in genetics and bioinformatics will lead to the development of
quantum-algorithmic bioinformatics, achievements of which will be useful, in
particular, for a creation of systems of artificial intelligence.

Keywords: Algorithms � Quantum computing � Alphabet � DNA �
Literary text

1 Introduction

Quantum biology having deep roots in works of pioneers of quantum mechanics is
intensively developed in modern science [1]. This scientific direction is interesting for
deeper understanding living nature and for different technological applications
including systems of artificial intelligence, where applications of algorithms of quan-
tum informatics are considered as very perspective [2]. In the historically first scientific
paper on quantum biology, one of founders of quantum mechanics P. Jordan claimed
that life’s missing laws were the rules of chance and probability (the indeterminism) of
the quantum world that were somehow scaled up inside living organisms [1].

One of possible ways to reveal these rules is connected with studying structural
analogies between long genetic and literary texts concerning probabilities of elements
in them. Some results of this study are presented in this article. The author tries to
reveal such hidden rules of probabilities taking into account the following thoughts of
many scientists: languages of human dialogue are formed not from an empty place, but
they are continuation of the genetic language or, anyhow, are closely connected with it,
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confirming the idea of information commonality of organisms. For example, Jakobson
[3, 4], who is one of the most famous experts and who is the author of a deep theory of
binary oppositions in linguistics, stated that the genetic code system is the basic sim-
ulator, which underlies all verbal codes of human languages. According to Jakobson,
all relations among linguistic phonemes are decomposed into a series of binary
oppositions of elementary differential attributes by analogy with binary-oppositional
feature of the genetic code systems having double helixes of DNA molecules with their
complementary pairs of nitrogenous bases, etc.

As Jakobson writes, “The heredity in itself is the fundamental form of communi-
cations … Perhaps, the bases of language structures, which are imposed on molecular
communications, have been constructed by its structural principles directly” [5,
p. 396]. “Jakobson reveals distinctly a binary opposition of sound attributes as
underlying each system of phonemes…. Jakobson was interested especially in the
general analogies of language structures with the genetic code, and he considered
these analogies as indubitable” [6]. These questions have arisen at Jakobson as con-
sequence of its long-term researches of connections of linguistics, biology and physics.
Such connections were considered at a united seminar of physicists and linguists,
which was organized by Niels Bohr and Roman Jakobson jointly in Massachusetts
Institute of Technology. The book title «On the Yin and Yang Nature of Language» [7]
emphasises the important role of binary oppositions.

In addition many researchers perceive a linguistic language as a living organism.
The book “Linguistic genetics” [8] says: “The opinion about language as about a
living organism, which is submitted to the laws of a nature, ascends to a deep antiquity
… Research of a nature, of disposition and of reasons of isomorphism between genetic
and linguistic regularities is one of the most important fundamental problems for
linguistics of our time”.

The Nobel Prize winner in molecular genetics Jacob was also thinking about deep
relations between genetics and linguistic languages in a connection with the principle
of binary oppositions systematically described in the Ancient Chinese book “I-Ching”.
He wrote: «C’est peut-être I Ching qu’il faudrait étudier pour saisir les relations entre
hérédité et langage» (it means in English: perhaps, for revealing of relations between
genetics and language it would be necessary to study them through the Ancient Chi-
nese “I Ching”) [9]. These questions are connected with the theme of archetypes of the
unconscious introduced by the creator of analytical psychology Carl Jung; a prominent
contribution to the development of the concept of archetypes was made by Wolfgang
Pauli as a result of his many years of cooperation on this topic with Jung [10].

The described results were received as an interesting scientific addition in the
course of author’s study of structural connections between molecular genetics and
mathematical formalisms of quantum informatics [11–13]. Below we specially note
those results about peculiarities of sequences of hydrogen bonds in long DNA
sequences, which, firstly, have allowed discovering a new class of symmetries in long
DNA sequences and, secondly, have led to revealing the connections between long
genetic and literary texts.

One should mention suppositions of many authors that formalisms of quantum
informatics can be effectively used for deep understanding and modelling biological
bodies [11–20]. Our work belongs to this direction of thoughts and we believe that the
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described structural connections between long genetic and literary texts reflect deep
quantum algorithmical aspects of organization of biological bodies.

2 On the Principle of Binary Oppositions in the DNA
Alphabet and in the Alphabet of Russian Language

As known the genetic coding systems are constructed by the nature on the principle of
binary oppositions including double helixes of DNA molecules with their comple-
mentary pairs of nitrogenous bases connected by two types of hydrogen bonds, etc. The
binary-oppositional structure of the DNA alphabet of nitrogenous bases is used in
mathematical models of genetic informatics in some works, which show connections of
genetic texts with binary language of computers and also with binary schemes and
tables of the ancient Chinese book “I Ching” [21–23].

But the Russian alphabet (and alphabets of some other languages) also has a binary-
oppositional structure since it has two binary-oppositional sub-alphabets: the sub-
alphabet of vowels and the sub-alphabet of consonants. Each of these sub-alphabets
also has its own binary-oppositional structure: the sub-alphabet of vowels consists of
the sub-sub-alphabet of long vowels and the sub-sub-alphabet of short (or iotated)
vowels; the sub-alphabet of consonants consists of the sub-sub-alphabet of voiced
consonants and the sub-sub-alphabet of deaf consonants (Fig. 1). The soft sign “ь” and
the hard sign “ъ” in the Russian alphabet do not convey any sound and therefore they
are not taken into account in its phonologic structure.

The Russian alphabet can be considered as consisting of the following two class of
equivalency (in Fig. 1, the first class is marked by yellow and the second class is
marked by green):

(1) The first class of equivalency combines all short (iotated) vowels and all deaf
consonants: e, ё, ю, я, п, ф, к, т, ш, c, x, ц, ч, щ. Any of 14 members of this class
we denote by the general symbol 0;

(2) The second class of equivalency combines all long vowels and all voiced con-
sonants: a, и, o, y, ы, э, б, в, г, д, ж, з, й, л, м, н, p. Any of 17 members of this
part we denote by the general symbol 1.

Fig. 1. The binary-oppositional structure of the Russian alphabet.
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Any Russian text can be converted into the corresponding binary sequence of these
two symbols 0 and 1 (like as 100110110…) by the following procedure:

(1) all punctuation marks and the spacings between words, as well as all soft
signs « ь » and hard signs «ъ», are deleted from the text;

(2) each of the remaining letters is replaced by the corresponding symbol 0 or 1
depending its belonging to one of these two classes of equivalency.

For example, as a result of this procedure, the Russian text “Лeв Toлcтoй –

вeликий pyccкий пиcaтeль” (in English: «Leo Tolstoy - a great Russian writer») turns
into a binary sequence 1010110011101101111000110101001. The computer program
for our analysis of literary texts was created by our graduate student V.I.Svirin in line
with a technical task formulated by the author.

For further description one should remind about the mathematical operation of the
tensor product. This operation is known in mathematics, physics and informatics,
where it gives a way of putting vector spaces together to form larger vector spaces. The
tensor product is the crucial operation to understanding the quantum mechanics of
multiparticle systems [24] and is one of basic instruments in quantum informatics. The
following quotation speaks about the tensor product: «This construction is crucial to
understanding the quantum mechanics of multiparticle systems» [24, p. 71] since in
line with the postulate of quantum mechanics: the state space of a composite system is
the tensor product of the state spaces of its components. By definition, under the tensor
product of two vectors, each of components of the first vector is multiplied with all
components of the second vector. The expression (1) shows an example of the tensor
product (denoted by the symbol �) of two 2-dimensional vectors [x, y] and [v, w],
which gives in the result one 4-dimensional vector [xv, xw, yv, yw]:

x, y½ � � v, w½ �¼ x v, w½ �; y v, w½ �½ �¼ xv, xw, yv, yw½ � ð1Þ

We analyze the named binary representations of Russian long literary texts by means of
the method, which was used for analyzing long DNA sequences of numbers of
hydrogen bonds 3 and 2 [11]. More precisely, each of long binary sequences of
numbers 0 and 1 (for example the sequence 1-0-1-0-1-1-0-0-1-1-1-0-…) can be rep-
resented also a sequence of binary doublets (10-10-11-00-11-10-…), or a sequence of
binary triplets (101-011-001-110-…) or, in a general case, as a sequence of binary n-
plets (n = 1, 2, 3, 4, 5, …). We call such different representations of a long literary text
in the form of sequences of binary n-plets as its “binary n-plet representations”.

A complete alphabet of binary n-plets under fixed value n is called “the alphabet of
binary n-plets” and it contains 2n members. For example, the alphabet of binary
monoplets contains 2 members (0 and 1); the alphabet of binary doublets contains 4
members (00, 01, 10, 11), which only exist in binary doublet representation of any long
literary text; the alphabet of binary triplets contains 23 = 8 members (000, 001, 010,
011, 100, 101, 110, 111), which only exist in the binary triplet representation of any
long literary text, etc. One can mention that the tensor family of vectors [0, 1](n) (where
(n) means the tensor power; n = 1, 2, 3, 4, …) contains vectors, whose sets of com-
ponents coincide with corresponding alphabets of binary n-plets. For example,
[0, 1](2) = [00, 01, 10, 11]; [0, 1](3) = [000, 001, 010, 011, 100, 101, 110, 111], etc.
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In binary n-plet representations of long literary texts in Russian, we analyze
probabilities (or frequencies or percentage) of each of members of concrete alphabets
of binary n-plets in concrete long texts in Russian. Under a fixed value n, each of these
probabilities is equal to the ratio: (the total quantity of a corresponding member of an
alphabet of binary n-plets) divided by (the total quantity of these binary n-plets).

For example, in the text of the work “Anna Karenina” by Leo Tolstoy in its binary
doublet representation there exist the total number 654523 of doublets 00, 01, 10 and
11, including 75895 doublets 00, 142504 doublets 01, 142547 doublets 10 and 293577
doublets 11. Correspondingly the probability of doublets 00 is equal to 75895/
654523 = 0,115954672; the probability of doublets 01 is equal to 142504/654523 =
0,217721914; the probabilty of doublets 10 is equal to 142547/654523 = 0,21778761;
the probability of doublets 11 is equal to 293577/654523 = 0,448535804.

In addition to calculation of probabilities of all members of alphabets of n-plets
(n = 1, 2, 3, 4) in long literary Russian texts, the author models all these probabilities
with a good level of accuracy by means of the same quantum-algorithmic method,
which was used for modeling probabilities in long DNA sequences of hydrogen bonds
3 and 2 in his article [11]. This method explores some classical formalism from
quantum informatics [24] and is based on the notion of the genetic qubit [11, 12].

In our model approach, phenomenologic probabilities of all members of binary n-
plet alphabets [0, 1](n) (under fixed n, where n = 1, 2, 3, 4, … is not too large) are
modeled by numeric values of appropriate coordinates of 2n-dimensional vector from
the tensor family of vectors of probabilities [0P, 1P]

(n) where 0P and 1P denote prob-
abilities of the symbol 0 and of the symbol 1 in the binary monoplet representation of
the analyzed long Russian text; these probabilities are shown in the first column of
tables in Fig. 2.

Correspondingly, in this model approach, to get model values of probabilities of all
2n members of the binary n-plet alphabet in a considered binary n-plet representation of
the analyzed literary text, one should calculate the following 2n coordinates of vectors
of probabilities from their tensor family:

– in the case of the alphabet of binary doublets, there exist 4 coordinates of the vector
[0P, 1P]

(2) = [0P0P, 0P1P, 1P0P, 1P1P]; these 4 numeric coordinates correspond to 4
appropriate coordinates of the vector of all members of the alphabet of binary
doublets [00, 01, 10, 11];

– in the case of the alphabet of binary triplets, there exist 8 coordinates of the vector
[0P, 1P]

(3) = [0P0P0P, 0P0P1P, 0P1P0P, 0P1P1P, 1P0P0P, 1P0P1P, 1P1P0P, 1P1P1P];
these 8 numeric coordinates correspond to 8 appropriate coordinates of the vector of
all members of the alphabet of binary triplets [000, 001, 010, 011, 100, 101, 110,
111], etc.

One should emphasise here that all coordinates of these vectors [0P, 1P]
(n), where n = 2,

3, 4, … are expressed by means of only two values 0P and 1P. Briefly speaking, in line
with the proposed model approach, for an approximate prediction of values of prob-
abilities of all members of binary n-plet alphabets in a binary n-plet representation of a
long Russian literary text - on the basis of knowledge about only two probabilities 0P
and 1P - it is enough to do the following:
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• Calculate probabilities 0P and 1P of binary monoplets 0 and 1 in the sequence;
• Calculate the product of these probabilities 0P and 1P in coordinates of vectors

[0P, 1P]
(n), where n = 2, 3, 4, ….

The expression (2) shows an example of such calculation of the probability 0P0P1P
for the member 001 of the alphabet of binary triplets under 0P = 0,36 and 1P = 0,64
(0P + 1P = 1):

0P0P1P ¼ 0; 36 � 0; 36 � 0; 64 ¼ 0; 0829 ð2Þ

Figure 2 represents graphs of results of our study of the probabilities in the novel
by L.N. Tolstoy «Anna Karenina» containing 1309047 letters (in Russian edition).
One can see from Fig. 2 that model values (red points) of the probabilities turned out to
be almost exactly superimposed on the phenomenologic points of blue color.

So, knowing only two probabilities 0P and 1P of binary monoplets 0 and 1 in the
binary n-plet representation of this novel, one can predict - with good level of accuracy
- dozens of probabilities of all members of the alphabets of binary n-plets for this
Russian novel with a qood level of accuracy. Very similar results have been received in

Alphabet 
of monoplets 

(0, 1)

Alphabet of 4
doublets 

(00, 01, 10, 11)

Alphabet of
8 triplets

(000, 001, …, 111)

Alphabet of
16 tetraplets

(0000, 0001,…, 1111)

0P = 0,333709
1P = 0,666291

0P = 0,333709
1P = 0,666291 [0P, 1P](2) [0P, 1P](3)  [0P, 1P](4)

Fig. 2. Graphical representations of probabilities of members of the alphabets of binary n-plets
(n = 1, 2, 3, 4) in the Russian novel by L.N. Tolstoy “Anna Karenina” (the original literary text is
taken from http://samolit.com/books/62/). Blue points correspond to phenomenologic values of
the probabilities for cases of alphabets named at the top of the columns, and red points corre-
spond to model values of the probabilities calculated as components of the vectors [0P, 1P]

(n),
where 0P and 1P are probabilities of binary monoplets 0 and 1; (n) means tensor powers.
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our analogic study of many long literary works in Russian language: L.N. Tolstoy
«War and Peace»; F.M. Dostoevsky «Crime and Punishment» and «Idiot»; A.S.
Pushkin «Evgenij Onegin» and «Dubrovsky»; the Biblie in Russian [11]. All these
results confirm that studied probabilities of members of different alphabets of binary n-
plets (n = 1, 2, 3, 4) are interrelated each other in a certain degree and that this
interrelation can be modeled on the basis of the tensor family of vectors [0P, 1P]

(n)

(n = 1, 2, 3, 4, … is not too large). We continue such study of long literary texts also in
different languages (English, German, etc.) taking into account peculiarities of their
alphabets and phonetics.

3 On Similar Properties in Long DNA Sequences

In DNA double helixes, complementary letters A and T are connected by 2 hydrogen
bonds and complementary letters C and G are connected by 3 hydrogen bonds. Cor-
respondingly, any DNA can be considered as a chain of 2 and 3 hydrogen bonds, for
example, 33223223233…. We analysed properties of such hydrogen bonds sequences
for many long DNA of different organisms (here the term “long” means that DNA
contains � 100000 letters). Below results of our study are briefly presented, which
confirm the existence of structural connections between long genetic and literary texts.

By analogy with the described above approach to binary n-plet representations of
literary texts, each of long sequences of numbers 2 and 3 of hydrogen bonds (for
example, the H-sequence of monoplets 3-2-3-3-3-2-2-2-3-2-3-3-…) can be represented
also as a sequence of H-doublets (32-33-32-22-32-33-…), or a sequence of H-triplets
(323-332-223-233-…), etc. A complete set of H-n-plets under fixed value n is called
“the alphabet of H-n-plets” and it contains 2n members: for example, the alphabet of H-
monoplets contains 2 members (3 and 2); the alphabet of H-doublets contains 4
members (33, 32, 23, 22); the alphabet of H-triplets contains 23 = 8 members (333,
332, 323, 322, 233, 232, 223, 222); etc. It is obvious that, if the number 3 is denoted by
the symbol “0” and the number 2 is denoted by the symbol “1”, then these H-n-plets are
represented in forms of ordinary binary sequences like 011, etc.; but here we prefer to
use the representations for H-sequences and H-n-plets on the basis of numbers 3 and 2
directly without the additional denotations.

The preprint [11] describes in details those hidden regularities in many tested H-
sequences of long DNA of different organisms, which are connected with members of
the alphabets of hydrogen n-plets. These regularities concern probabilities (or per-
centage) of members of the alphabets of hydrogen n-plets (briefly, H-n-plets). The
author has revealed that for a concrete long DNA sequence, probabilities of members
of different alphabets of H-n-plets (n = 1, 2, 3, 4, … is not too large) are interrelated
each other. This interrelation can be modeled by the same method, which was
described above for the analysis of literary texts: if 3p and 2p are probabilities of
numbers 3 and 2 of hydrogen bonds in the considered DNA, then tensor powers (n) of
the 2-dimensional vector [3p, 2p] gives 2

n-dimensional vectors [3p, 2p]
(n), components

of which are model values of probabilities of members of the corresponding alphabet of
H-n-plets in this DNA. Figure 3 shows relevant data for the case of the genome of
microorganism Chlamydia trachomatis that causes chlamydia - illness of a billion
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people. One can see strong analogies between data in Fig. 2 and in Fig. 3 and also a
possibility of modelling the described probabilities in both cases with good levels of
accuracy. We have many other similar results that testify in favor of structural con-
nections between long Russian literary texts and long DNA texts.

4 Conclusions

The presented results support the existing hypothesis of some authors about a structural
origin of linguistic languages on the basis of the genetic language. The principle of
binary oppositions plays important role both in organization of genetic and linquistic
languages. Our work develops knowledge about possibilities of applications of
mathematics of quantum informatics for modeling biological systems.

The author hopes that the further usage of the concepts and formalisms of quantum
informatics in genetics will lead to the development of substantial quantum-algorithmic
genetics. Consideration of biological phenomena (including the phenomena of inher-
itance of the intellectual abilities of biological bodies) from the standpoint of the theory
of quantum computers gives many valuable opportunities for their comprehension and

Alphabet of 2
1-plets
(3, 2)

Alphabet of
4 doublets

(33, 32, 23, 22)

Alphabet of
8 triplets

(333, 332, …, 222)

Alphabet of
16 tetraplets

(3333, 3332,…, 2222)

3P=0,4127632
P=0,587237 

3P=0,412763 
2P=0,587237 [3P, 2P](2) [3P, 2P](3) [3P, 2P](4)

Fig. 3. Graphical representations of probabilities of members of the alphabets of hydrogen n-
plets (n = 1, 2, 3, 4) in the complete genome Chlamydia trachomatis strain QH111L,
1025839 bp, GenBank: CP018052.1. Blue points correspond to phenomenologic values of the
probabilities and red points correspond to model values of the probabilities calculated as
components of the vectors [3p, 2p]

(n), where 3P and 2P are probabilities of hydrogen bonds 3 and
2; (n) means tensor powers.
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also for development of artificial intelligence systems and of genetic analysis methods
[25–28] (the work [2] contains a valuable review about quantum computing and
problems of artificial intelligence). For example, an adult human organism has around
100 trillion (1014) human cells and each of cells containts an identical complect of
DNA, whose genetic information is used for physiological functioning organism as the
holistic system of cells. How such huge numbers of cells can reliably functioning as a
cooperative whole? Associations with quantum computing can help to model and to
understand such holistic biological systems with their ability of computing complex
tasks and transferring genetic information from one generation to another. The
described results are connected additionally with the themes of Jungian’s archetypes
and of the important role of hydrogen atoms and hydrogen bonds in living matter.
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Abstract. Many genetic problems in fields of medicine, biotechnology and bio-
medical engineering are connected with secrets of complete sets of chromo-
somes (karyotypes) in human and other eukaryotic organisms. The article is
devoted to new symmetries inside complete sets of chromosomes, which add
important knowledge into the field of cytogenetics. Simultaneously the article
describes new methods of analysis and modeling long sequences of hydrogen
bonds in DNA. The proposed model approach is connected with the tensor
product of matrices and with formalisms of quantum informatics. The described
results can be used in development of new approaches for modeling genetic
informatics from standpoint of quantum informatics.

Keywords: DNA � Symmetry � Hydrogen bond � Probability �
Quantum informatics

1 Introduction

The achievements of molecular genetics and biotechnology give many useful tools and
methods for our life including new methods in biotechnology, engineering devices for
medicine, new knowledge for education, etc. One of the important directions of sci-
entific and technological progress in this connection is the development of so called
“personal genetics”. The American journal «Time» in 2008 year has published a list of
«the best inventions of the year». The first place in this list was given to «personalized
genetics» from the company «23andMe» [1]. This innovation was recognized much
more important then many others, including the Large Hadron Collider from the field
of nuclear physics. The company «23andMe» proposes information about genetic
peculiarities of persons with a low prise $399 only.

The personalized genetics leads to personalized pharmacology, in particular. The
current pharmacology, which makes no distinction between people, has defects. Firstly,
because the same disease can be caused by different causes, and secondly, which is
much more important, because different people tolerate medications in different ways.
For one person a new medicine promises deliverance from all ills, for another person it
leads to an anaphylactic shock. We need to know about each patient what is useful for
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his individual organism. In addition, knowing his genetic characteristics, a person
could, say, be screened for cancer or heart disease in advance - and detect the disease in
its early stages. All these and many other questions need a deep knowledge about
molecular-genetic regularities.

Each eukaryotic organism has its own set of chromosomes, which differ greatly
from each other by their molecular dimensions, their sequences of letters, kinds and
quantities of genes in them, cytogenetic bands (which shows biochemical specifity of
different parts of chromosomes), etc. For example, human organisms contain 22
autosomes and 2 sex chromosomes X and Y (Fig. 1). These chromosomes contain long
DNA molecules, the lengths of texts in which lie in the range from 50 to 250 million
letters approximately.

Each chromosome has DNA with its own history of mutations, the influence of
natural selection factors, gene drifts, etc. Taking all these into account, it seems unli-
kely that there are common quantitative regularities in the DNA sequences of such
different chromosomes of one organism. However, the results of our research reveal
unexpectedly the existence of such general regularities of symmetry. It means that all
chromosomes inside its set for a concrete organism are not completely individual
objects but they are closely interrelated each other in relation to the described symmetry
of their DNA sequences. This article is devoted to the description of these results and
their modeling capabilities based on quantum-algorithmic formalisms.

2 Chains of Hydrogen Bonds of DNA in Different
Chromosomes

In this Section we will study hidden regularities in long sequences of double helixes of
DNA. The term “long DNA sequences” means that each of sequences contains no less
than 100000 nucleotides. We will consider any of long DNA sequences as a chain of
numbers 2 and 3 of hydrogen bonds, which connect complementary nucleotides A-T
(adenine and thymin) and C-G (cytosine and guanine) correspondingly (one can denote
conditionally A = T = 2 and C = G = 3). We call such chains of numbers of hydrogen
bonds as “hydrogen bonds sequences” or briefly “H-sequences”.

Fig. 1. Human chromosomes (from https://www.ncbi.nlm.nih.gov/genome/51)
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Each of long chains (or sequences) of separate numbers 2 and 3 of hydrogen bonds
(for example, the H-sequence 3-2-3-3-3-2-2-2-3-2-3-3-…) can be represented also as a
sequence of H-doublets (32-33-32-22-32-33-…), or a sequence of H-triplets (323-332-
223-233-…) or, in a general case, as a sequence of H-n-plets (n = 1, 2, 3, 4, 5,…). We
call such different representations of a long DNA sequence of nucleotides A, T, C, G in
forms of sequences of H-n-plets as its “H-n-plet representations”.

A complete set of H-n-plets under fixed value n is called “the alphabet of H-n-plets”
and it contains 2n members. For example, the alphabet of H-monoplets contains 2
members (3 and 2); the alphabet of H-doublets contains 4 members (33, 32, 23, 22),
only which exist in the H-doublet representation of DNA sequences; the alphabet of H-
triplets contains 23 = 8 members (333, 332, 323, 322, 233, 232, 223, 222), only which
exist in the H-triplet representation of DNA sequences; etc. In any H-n-plet repre-
sentation of a long DNA sequence, each of the members of the alphabet of n-plets
occurs with a certain probability (or percentage, or frequency). For species of organ-
isms, which are classical model organisms in genetics, we study these probabilities of
all members of the alphabets of H-n-plets in the DNA of each of the chromosomes
belonging to the same species of organism (we study the cases with n = 1, 2, 3, 4, 5). In
this study, we find that all these chromosomes are symmetrical each other in relation to
values of these probabilities with a good level of accuracy. In other words, values of
these probabilities are approximate invariants inside the concrete set of chromosomes.

One can mention that the tensor family of vectors [3, 2](n) (where (n) means the
tensor power, n = 1, 2, 3, 4, …) contains vectors, whose sets of components coincide
with corresponding alphabets of H-n-plets. For example, [3, 2](2) = [33, 32, 23, 22];
[3, 2](3) = [333, 332, 323, 322, 233, 232, 223, 222], etc. By this reason, one can note
conditionally that all alphabets of H-n-plets belong to the same tensor family of vectors.
As one of our results, Fig. 2 shows probabilities of members of H-n-alphabets (n = 1,
2, 3, 4) in DNA sequences of all 5 chromosomes of a plant Arabidopsis thailana; initial
data about DNA sequences of these chromosomes were taken from the GenBank:
https://www.ncbi.nlm.nih.gov/genome/4. The lengths of these DNA sequences are the
following: in the chromosome #1, the length is equal to 30427671 bp; in the chro-
mosome #2 – 19698289 bp; in the chromosome #3 – 23459830 bp; in the chromosome
#4 – 18585056; in the chromosome #5 – 26975502 bp.

Members of all these H-n-alphabets in Fig. 2 are given in a certain arrangement
corresponding to arrangements of coordinates of vectors [3, 2](n), where (n) means the
tensor power. For example, the vector [3, 2](2) = [33, 32, 23, 33] have the arrangement
of its coordinates 33, 32, 23, 22, which is used in Fig. 2 for the appropriate graph in the
case of the alphabet of H-doublets. Similar correspondences hold true for vectors
[3, 2](3), [3, 2](4) and appropriate graphics of probabilities of members of other H-n-
alphabets in Fig. 2.
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Alphabet of 
2 monoplets 

3, 2 

Alphabet of 
4 doublets 

33, 32, 23, 22 

Alphabet of 
8 triplets 

333, 332, …, 222 

Alphabet of 
16 tetraplets 

3333, 3332, …, 2222 

1 

q=0,358735 
p=0,641264 

2 

q=0,358643 
p=0,641356 

3 

q=0,363310 
p=0,636689 

Fig. 2. Probabilities of members of H-n-alphabets (n = 1, 2, 3, 4, 5) in DNA sequences of all 5
chromosomes of a plant Arabidopsis thaliana. The left column contains the sequence numbers of
the chromosomes. Each of points in graphs shows a probability of an appropriate member of
alphabets of H-n-plets. For each of chromosomes, its probabilities q and p of H-monoplets 3 and
2 are shown in the second column. See explanations in the text.

On Symmetries Inside Complete Sets of Chromosomes 547



www.manaraa.com

In addition to graphs in Fig. 2, Table 1 shows numeric values of probabilities of all
members of these H-n-alphabets for all 5 chromosomes and for n = 1, 2, 3 (more
details for cases n = 4, 5 are given in the preprint [2]. For statistical analysis of these
phenomenolgical data from all chromosomes we use Excel with denotations and for-
mulas from the website on “Real statistics using Excel” (http://www.real-statistics.com/
descriptive-statistics/measures-variability/).

One can see from Table 1, that the probability of each of members of these H-n-
alphabets has approximately the same value in all 5 chromosomes or, in other words, it
serves as a special invariant inside the complete set of chromosomes Arabidopsis
thaliana. It is obvious that these regularities of probabilities of the hydrogen bonds 3
and 2 and of their ensembles define in long DNA sequences a special limitation for
arrangements of nucleotides A, T, C, G, which are connected with hydrogen bonds in
DNA sequences (A = T = 2, C = G = 3): only special classes of locations of the
nucleotides in a long DNA sequence can provide such regularities.

Some data from Table 1 about probabilities of the H-monoplet 3 and of the H-
monoplet 2 remind the following known data: the article [3] shows an approximate
equality of probabilities of each of nucleotides A, T, C and G in all human nuclear
chromosomes with a precision in a few percentage. Correspondingly a summary
probability of nucleotides A and T (and also C and G), which is directly connected with
the frequency of the H-monoplet 2 (the H-monoplet 3), has approximately the same
values in all human nuclear chromosomes.

Similar results (with some other levels of accuracy) have been obtained in our
analysis of the following complete sets of nuclear chromosomes on the basis of initial

5 

q=0,359389 
p=0,640610 

4 

q=0,362040 
p=0,637959 

Fig. 2. (continued)
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data about their DNA sequences from the GenBank: a nematode Caenorhabditis ele-
gans, fruit fly Drosophila melanogaster, house mouse Mus musculus, Homo sapiens.

These results allow assuming existence of the following general rule for eukaryots
about probabilities of hydrogen bonds in complete sets of nuclear chromosomes:

Table 1. Probabilities of all members of the H-n-alphabets (n = 1, 2, 3) in DNA sequences of
all 5 chromosomes of Arabidopsis thaliana are shown. Symbols q and p denote probabilities of
H-monoplets 3 and 2 correspondingly and are shown in the left column separately for each
chromosome. The probability values are rounded to the fourths decimal place. Traditional
statistical characteristics are also shown: �X denotes the mean of the sample S ={x1, x2,…, xn}; s –
sample standard deviation; V – coefficient of variation (see their formulas in http://www.real-
statistics.com/descriptive-statistics/measures-variability/).

Probabilities q and p of 
H-monoplets: 3 and 2 

Probabilities of 4 H-doublets: 33, 32, 23, 22 

  3 (q) 2 (p) 33 32 23 22 
1 0,3587 0,6413 0,1198 0,2390 0,2389 0,4023 

2 0,3586 0,6414 0,1206 0,2381 0,2380 0,4033 
3 0,3633 0,6367 0,1230 0,2402 0,2405 0,3964 
4 0,3620 0,6380 0,1219 0,2401 0,2401 0,3978 
5 0,3594 0,6406 0,1204 0,2391 0,2389 0,4016 

0,3604 0,6396 0,1211 0,2393 0,2393 0,4003 
s 0,0019 0,0019 0,0012 0,0008 0,0009 0,0027 
V 0,0053 0,0030 0,0095 0,0033 0,0037 0,0067 

Probabilities of 8 H-triplets: 333, 332, 323, 322, 233, 232, 223, 222 

 333 332 323 322 233 232 223 222 

1 0,0385 0,0811 0,0880 0,1507 0,0812 0,1577 0,1514 0,2512 

2 0,0392 0,0813 0,0876 0,1504 0,0813 0,1568 0,1506 0,2527 

 3 0,0402 0,0826 0,0897 0,1508 0,0828 0,1572 0,1509 0,2457 

4 0,0396 0,0827 0,0890 0,1508 0,0822 0,1577 0,1509 0,2470 

5 0,0390 0,0814 0,0881 0,1509 0,0814 0,1578 0,1508 0,2506 

0,0393 0,0818 0,0885 0,1507 0,0818 0,1575 0,1509 0,2495 

s 0,0006 0,0007 0,0008 0,0002 0,0006 0,0004 0,0002 0,0027 

V 0,0145 0,0082 0,0089 0,0013 0,0077 0,0024 0,0016 0,0107 
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• In complete sets of nuclear chromosomes of different organisms, a probability of
any member of the alphabets of n-plets has approximately the same value in all
chromosomes (n = 1, 2, 3, 4, 5 … is not too large).

Of course, further researches are needed to define a degree of universality and
precision of this rule. This rule has mathematical analogies with the main law of
population genetics - the Hardy–Weinberg law as it is described in the preprint [2].

3 On the Modeling Approach with the Tensor Product
of Vectors

Our conception of the quantum-algorithmic genetics (or the quantum-computing
genetics) [4, 5] has led the authors to the useful mathematical model for described
phenomenological probabilities. This model uses the notion of genetic qubits [2, 4] and
also some classical formalism from quantum informatics [6].

In our proposed approach, phenomenological probabilities of all members of
alphabets of H-n-plets [3, 2](n) in a long DNA sequence under fixed n are modeled by
numeric values of appropriate coordinates of 2n-dimensional vector from the tensor
family of vectors of probabilities [q, p](n) where q and p mean probabilities of the H-
monoplet 3 and the H-monoplet 2 correspondingly (these probabilities q and p are
shown for each of chromosomes in the second columns in Fig. 3). Correspondingly, in
this model approach, to get model values of frequencies of all 2n members of the H-n-
alphabet in a considered long DNA, one should calculate the following 2n coordinates
of frequency vectors from their tensor family:

– In the case of H-doublets-alphabet, 4 coordinates of the vector [q, p](2) = [qq, qp,
pq, pp];

– In the case of H-triplets-alphabet, 8 coordinates of the vector [q, p](3) = [qqq, qqp,
qpq, qpp, pqq, pqp, ppq, ppp]; etc.

Briefly speaking, in line with the proposed model approach, for a prediction of
approximate values of probabilities “f” of many members of H-n-alphabets in a long
DNA sequence on the basis of knowledge about only two probabilities q and p, it is
enough to do the following:

• Calculate probabilities q and p of H-monoplets 3 and 2 in the sequence;
• Replace digits 3 and 2 in H-symbols of these H-alphabetic members by their

probabilities q and p as factors;
• Calculate the product of these factors.

The expression (1) shows an example of such calculation of the probability f(332) for
the member 332 of the alphabet of H-triplets under q = 0,36 and p = 0,64 (q + p = 1):

f 332ð Þ ¼ qqp ¼ 0; 36 * 0; 36 � 0; 64 ¼ 0; 0829: ð1Þ

Figure 3 shows nice correspondences between these model values (red points) of
components of probability vectors [q, p](n) and phenomenological values (blue points)
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Fig. 3. The nice correspondence between coordinate values (red points) of model vectors
[q, p](n) and phenomenological values (blue points are taken from Fig. 2) of probabilities of all
members of alphabets of H-n-plets (n = 2, 3, 4) for DNA sequences of all 5 chromosomes of the
plant Arabidopsis thaliana. The left column contains chromosome numbers.
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Table 2. Values of coordinates of vectors [q, p](n) are shown, which are used as models of
values of frequencies of all members of the H-n-alphabets (n = 1, 2, 3, 4) in DNA sequences of
all 5 chromosomes of Arabidopsis thaliana. Symbols q and p denote frequencies of H-monoplets
3 and 2 correspondingly and are shown in the left column separately for each chromosome. The
model values are rounded to the sixth decimal place. Traditional statistical symbols are also
shown: �X denotes the mean of the sample S = {x1, x2,…, xn}; s – sample standard deviation; V –

coefficient of variation (see their formulas in http://www.real-statistics.com/descriptive-statistics/
measures-variability/).

Probabilities q and p of 
H-monoplets 3 and 2 

Probabilities of 4 H-doublets 33, 32, 23, 22 

MODEL VALUES: 

3 (q) 2 (p) 33 (qq) 32 (qp) 23 (pq) 22 (pp) 

1 0,3587 0,6413 0,1287 0,2300 0,2300 0,4112 

2 0,3586 0,6414 0,1286 0,2300 0,2300 0,4113 

3 0,3633 0,6367 0,1320 0,2313 0,2313 0,4054 

4 0,3620 0,6380 0,1311 0,2310 0,2310 0,4070 

5 0,3594 0,6406 0,1292 0,2302 0,2302 0,4104 

0,3604 0,6396 0,1299 0,2305 0,2305 0,4091 

s 0,0019 0,0019 0,0014 0,0005 0,0005 0,0024 

V 0,0053 0,0030 0,0106 0,0023 0,0023 0,0059 

Probabilities of 8 H-triplets: 333, 332, 323, 322, 233, 232, 223, 222 

 333 332 323 322 233 232 223 222 

MODEL VALUES: 

 qqq qqp qpq qpp pqq pqp ppq ppp 

1 0,0462 0,0825 0,0825 0,1475 0,0825 0,1475 0,1475 0,2637 

2 0,0461 0,0825 0,0825 0,1475 0,0825 0,1475 0,1475 0,2638 

3 0,0480 0,0840 0,0840 0,1473 0,0840 0,1473 0,1473 0,2581 

4 0,0475 0,0836 0,0836 0,1473 0,0836 0,1473 0,1473 0,2596 

5 0,0464 0,0827 0,0827 0,1475 0,0827 0,1475 0,1475 0,2629 X 0,0468 0,0831 0,0831 0,1474 0,0831 0,1474 0,1474 0,2616 

s 0,0007 0,0006 0,0006 0,0001 0,0006 0,0001 0,0001 0,0023 

V 0,0158 0,0076 0,0076 0,0007 0,0076 0,0007 0,0007 0,0089 
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of probabilities of all members of H-n-alphabets (n = 2, 3, 4). One can see in these
graphs that the model points of red color turned out to be almost exactly superimposed
on the phenomenological points of blue color. It gives evidences in favor that knowing
only two probabilities q and p of H-monoplets 3 and 2 in a long DNA sequence, one
can predict dozens of probabilities of all members of alphabets of H-n-plets for this
DNA sequence with a good level of accuracy. We presume that a similar model
correspondence holds true also for n = 6, 7, 8, … (if n is not too large) but this should
be studied in future researches.

In addition to graphs in Fig. 3, Table 2 shows numeric values of coordinates of
vectors [q, p](n) for all 5 chromosomes under n = 1, 2, 3. By a comparison of Tables 1
and 2, one can see that the proposed model approach gives nice results in modeling the
phenomenological probabilities. More details about this model approach and its results
for n = 1, 2, 3, 4, 5 one can see in the preprint [2].

4 Conclusions

Many genetic problems in fields of medicine, biotechnology, agriculture and bio-medical
engineering are connected with secrets of sets of chromosomes in human and other
eukaryotic organisms. Complete set of chromosomes (karyotypes) in species or in
individual organisms are intensively studied in cytogenetics by means more and more
effective technologies taking into account their importance. Karyotypes can be used for
many purposes; such as to study chromosomal aberrations, cellular function, taxonomic
relationships, and to gather information about past evolutionary events (https://en.wikipe
dia.org/wiki/Karyotype). Chromosomal abnormalities lead to many diseases in humans
including Down syndrome (https://en.wikipedia.org/wiki/Karyotype#Chromosome_
abnormalities).

The described discovery of new symmetries inside complete sets of chromosomes
gives deeper scientific knowledge in cytogenetics for many medicine and biotechno-
logical problems. We believe that this will lead to new tools and methods in cytoge-
netics for medical and biotechnological purposes. It will enrich mathematical
bioinformatics presented by very different publications [7–11].

In this article we described the new method of studying cooperative properties in
long DNA sequences of hydrogen bonds. The effectiveness of the proposed model
approach using the tensor product of vectors gives additional evidence in favor that
formalisms of quantum informatics can be used in mathematical bioinformatics. The
tensor product is the crucial operation to understanding the quantum mechanics of
multiparticle systems and is one of basic instruments in quantum informatics. The
following quotation speaks about the tensor product: «This construction is crucial to
understanding the quantum mechanics of multiparticle systems» [6, p. 71] since in line
with the postulate of quantum mechanics: the state space of a composite system is the
tensor product of the state spaces of its components. The materials of our article
support thoughts of some authors about functioning biological bodies on the principles
of quantum computers [12–19].
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Abstract. Cadherins are predominantly homotypically acting cell-cell adhesion
molecules that play an essential role in animal differentiation and maintenance of
tissue integrity. Their cell-cell adhesive function relies on the presence of Ca2+

but is also influenced by other ions, in particular Mg2+. Initial studies were
devoted to analysis of the influence of various cations on cadherin-mediated cell-
cell adhesion, and the subsequent work is focused predominantly on the role of
Ca2+, disregarding other physiologically relevant ions that are also able to form
water complexes and stabilize protein conformations, i.e. Mg2+. The amino acid
sequence analysis revealed earlier the presence of several putative acidic Ca2+

binding motifs that were later confirmed. Using molecular dynamics simulations
we demonstrated that the cadherin ectodomain acts as a spring but also dampens
pulling forces. Both the simple model system (Glu-ion-Glu) and the complex
cadherin macromolecule equally demonstrate two types of behavior: the systems
with potassium and sodium ions possess less mechanical stability for external
force action than the systems with calcium and magnesium.

Keywords: C-cadherin � Molecular dynamics � Divalent and monovalent ions

1 Introduction

Cadherins are proteins of cell adhesion, providing a calcium-dependent compound of
cells in dense tissues of the body. The specificity of the formation of contacts between
cells is very important for the development of the organism, in particular for the
formation of tissues from cells. Cadherin consists of extracellular, small cytoplasmic
component and membrane parts. The intercellular part consists of five domains from
EC1 to EC5, each of 110 amino acid residues (Fig. 1). EC2–EC5 domains are similar
in their amino acid sequence, while EC1 is less conserved; it is maximally removed
from the cell and is responsible for the specificity of contact formation. Thus, cells can
only come into contact with cells that have identical cadherin [1–3], but in some cases
heterophilic contacts between classical cadherins are also possible [4–6]. Other EC
domains can interact with different partners, thereby providing unique functionality for
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cadherins. For example, the EC4 domain can interact with the fibroblast growth factor
receptor (FGFR) [7]. Cadherins play an important role in maintaining the integrity of
tissues. It is shown that the function of gluing cells in tissue depends on the presence of
Ca2+ ions [8, 9], and is also influenced by other ions, in particular, Mg2+ [10].

C-cadherin (also known as EP-cadherin) is a typical representative of cadherins.
Electron microscopy studies have shown that the intercellular part of E-cadherin (very
similar to C-cadherin) adopts an elongated, rod-like conformation in the presence of
Ca2+ [11]. Without divalent ions, molecules adopt arbitrary conformations, losing their
physiological functions, i.e., the functions of maintaining the integrity of tissues. The
studies, carried out using the results of analyzes of the crystal structure and NMR data,
show that an increase in the Ca2+ concentration leads to stabilization of the elongated
conformation of cadherin. In the rod-shaped conformation, cadherin is capable of trans-
interaction with cadherin of another cell (Fig. 1). Trans-interaction cadherins of dif-
ferent cells is due to the contact of the first domains of EC1 in each of the proteins
(most distant from the cell membrane) [12].

The knowledge of the mechanical characteristics of cell adhesion proteins is
important for assessing the ability of intercellular contacts. In the papers [10, 13] the
authors showed that the mechanical properties of cadherin depend on the presence or
absence of ions in the structure of the molecule, as well as their type (Ca2+, K+ or Na+).
It was demonstrated that cadherin is more stable and retains a rod-shaped conformation
in the presence of Ca2+ ions rather than with K+ and Na+ ions. In the absence of ions,
the structure of the protein is unstable.

The experiments on the full unfolding of cadherin with ions Ca2+, Mg2+, K+, Na+

by using atomic force microscopy (AFM) [10] are described. In our paper, conclusions
are drawn on greater stability of the macromolecule in the presence of Ca2+ ions
compared to Mg2+ ions solely from the large peaks of force corresponding to the
stretching of 350 Å. We do not question these data, but rather confirm the presence of
large peaks of force at this stage of unfolding. However, in addition to these peaks, in
the MD simulations, in view of a higher available resolution, smaller peaks of force are
observed, in which cadherin with ions such as Ca2+ and Mg2+ has approximately the
same strength reaction, which is significantly higher than cadherin with K+, Na+ ions.
We focus on the fact that the studied molecule under the conditions of the intercellular
space should not violate the secondary structure. And this structure is already broken
even before the peak is observed in the experiments of atomic force microscopy. While
works on molecular dynamics consider small deformations with ions Ca2+, K+, Na+.

Fig. 1. Interaction of two cadherins.
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The question remains open about the behavior of C-cadherin with Mg2+ ions under
small deformations that a protein can undergo in biological conditions.

In this paper, it is shown that for small deformations cadherin with Mg2+ ions has
plasticity and elasticity similar to cadherin with Ca2+ ions. To attain a better under-
standing of the interaction of proteins and ions in water, we performed the series of
experiments on the stretching of the Glu-Ion-Glu system (two molecules of glutamic
acid and an ion between them). This simple model clearly shows that in water the ions
Ca2+ and Mg2+ interact with the protein more strongly than the ions K+ and Na+. It is
also concluded that only explicit water is suitable for experiments with cadherin.

2 Methods

2.1 Cadherin Protein Model with Different Ions

We used the cadherin protein, from the embryo of the frog (Xenopus laevis) [15, 16],
whose structure was obtained with a resolution of 3.08 Å. The initial coordinates of the
atoms were taken from the Protein Data Bank (protein code: 1L3W). The structure of
cadherin with Mg2+ ions was obtained by arranging 12 magnesium ions in the places
where calcium ions were located. We also replaced these 12 calcium ions with
potassium and sodium ions with a single positive charge, reducing the charge of the
system by 12 elementary electric charges. To compensate for the charge, we replaced 3
water molecules at the four contact points of EC1–EC5 domains with potassium and
sodium ions, respectively.

The protein was enclosed in a water shell. To this end, the protein was placed into a
parallelepiped filled with water molecules. The water molecules, which overlap with
the protein atoms, were removed, the distance between atoms water and protein atoms
being less than 3 Å. Then water molecules located more than 7 Å from the protein
were removed. This step is important for the analysis. Thus, we received 3478 water
molecules for C-Cadherin. The whole system of protein and water molecules was
enclosed into a sufficiently large sphere-cylinder; the diameter of the sphere-cylinder is
100 Å and the length is 500 Å with impenetrable repulsive walls. This sphere-cylinder
did not affect the dynamics of protein and water and, at the same time, did not allow
water molecules go to the infinity, returning them into the modeling region. During
preparation of the initial data for the first time, random velocities were assigned to all
atoms and relaxation of the system was performed.

We think this water model is a good approximation for observation of the
mechanical properties of this protein. In the presence of the sorbate layer of water, all
atoms of the protein are surrounded by water molecules such as in bulk water. If the
protein structure changes the water follows up these changes, and it is adapted to
protein such as in bulk water. Certainly, the presence of surface tension may distort the
protein characteristics. But we think its influence is in agreement with important pre-
cision. In addition, it is possible to evaluate such influence by obtaining a thicker layer
of water in one of the experiments and comparing the results.
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2.2 Molecular Dynamics Simulations

The study was carried out with the help of the method of molecular dynamics using the
program PUMA, developed at the IMPB, RAS [19–21]. The system of classical motion
equations of atoms was resolved in the all-atom force field AMBER-99 [22]. Ion
parameters were added to the force field for Ca2+, Mg2+, Na+ and K+ from [23]. Unlike
[24], full atoms force field was used.

Parameters of Van-der-Waals interactions are given in Table 1.

The TIP3P model was used for water molecules, bonds and angles being not fixed.
To maintain constant temperature, a collisional thermostat was used [25, 26]. The mean
collision frequency of atoms with virtual particles was 10 ps−1, the mass of each virtual
particle was 1 atomic mass unit. Equations of motion were integrated numerically using
the velocity version of the Verlet algorithm [27] with a time step 1 fs (10−15 s). This
time step is correct because we used the collisional thermostat to maintain constant
temperature during the simulations.

Also we have introduced the 10.5 Å shielding the radius of Coulomb interaction.
So we guaranteed the electro neutrality of the whole molecular system.

On the one hand, the shielding (with the finite interaction radius) was introduced for
decreasing the volume of the calculations. On the other hand, it is an important step in
our simulation model. The goal is to define implicitly the salt solution. The salt solution
efficiently shields Coulomb interactions of charged protein groups and explicit ions at
long distances. The shielding radius is similar to the Debye radius in the electrolyte
solution.

3 Results

3.1 Steered Molecular Dynamics Simulations

For the understanding of elastic and non-elastic properties, we used the method of
molecular dynamics. It is a common method for observation of nano-systems. We have
performed a free relaxation experiments as steered molecular dynamics simulations.
Applying the force in our simulations is analogous to AFM experiments. But on the
one hand, we are not limited by biological conditions (seconds of time during slow
expanding). On the other hand, we wish to get some characteristics like under bio-
logical conditions. Thus we wish to use some parameters to decrease the computational

Table 1. Force field parameters for ions

Name Epsilon R Full name

Ca2+ 0.3353 1.7433 Calcium ion
Mg2+ 0.4677 1.4394 Magnesium ion
Na+ 0.0263 2.0484 Sodium ion
K+ 0.0091 2.4934 Potassium ion
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complexity of our model and define realistic properties. Sometimes we may only obtain
an order of the desired value.

We performed the series of free relaxation experiments with Ca2+ from different
initial states. Different moments of time of cyclic stretching experiments were studied.
Initial states were the following: the distances of 175, 197, 207 and 215 Å between the
ends of protein. The goal of these experiments is to disclose the fluctuation motions as
well as to determine what the unstrained state is for cadherin.

We have performed free relaxation experiments with all types of ions. Also we
compared the results of all free relaxation experiments.

MD simulations of stretching C-Cadherin with some force were performed, which
guarantied constant stretching speed. The velocity of expansion is 0.1 Å/ps. The start
point of each experiment is the relaxed structure of each variant of C-Cadherin – C-
Cadherin with Ca2+, Mg2+, Na+, K+. In this case, we are interested only in the bio-
logical conditions. That is why long distance experiments were not conducted. The first
peak of force is of interest and the time when the protein is not unfolded (Fig. 2). To
check the latter, we used the TAMD program [14]. The 3D structure was analyzed as
well as the dynamic contact map.

Our experiments display that unfolding did not occur during the stretching. There
were two different classes of behavior: (1) with ions of Ca2+ and Mg+2, and (2) with
ions of K+ and Na+. There were some fluctuations in all experiments. We are sure that
one of the experiments is only a private case of all experiments. Concrete values of
force can be different from experiment to experiment. But we can observe the common
tendency of the C-Cadherin behavior.

Fig. 2. Steered MD simulations with constant velocity. Force dependence [pN] on distance [Å].
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3.2 Properties of Elasticity and Plasticity for Cadherin with Ions

Cyclic Experiments
Force-distance characteristics show that Cadherin can be described like a spring and
plasticine (or piston). Ions made the structure harder. But even if ions are present
cadherin has in part plasticity properties. We assume that small force can stretch the C-
Cadherin molecule with Ca2+, but only at some distance as “spring” properties are
present.

First resume. Force-distance characteristics show that Cadherin-Ca2+ and Cadherin-
Mg2+ have the same elastic properties (yielding flow). Second resume. Both experi-
ments show that Cadherin (either with Ca2+ or Mg2+) has partially elastic spring
properties and partially plasticity properties.

We have performed the series of experiments with cyclic stretching/pulling at
different values of amplitude and periods. Experiments are more interested with
stretching by 50 Å during 1 ns (Fig. 3).

The beginning of the periodic function corresponds to an initial relaxed state of C-
Cadherin.

C-Cadherin with Ca2+ and Mg2+ ions has the same elastic properties as shown by
the cyclic experiments.

Fig. 3. Cyclic constant velocity extension MD experiments with Mg2+. Distance dependence
[Å] on time [ps] (black, right axis) and force dependence on time (red, left axis).
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3.3 Comparison of Cadherin Simulations with Mechanical
Piston-Spring System

We have plotted the force dependence on distance. The hysteresis behavior was
observed in cyclic experiments.

For better understanding of the force characteristics, we suggest to consider the
protein like a spring and like plasticine in the regions of force characteristics when it is
possible (Fig. 4).

What is the method of connection between the spring and the piston? Is it a series or
parallel connection? If we can see the figure of hysteresis, the connection is parallel.

If we stretch the system (Fig. 5, top red line)

Fexp ¼ k * Dxþ g * V; ð1Þ

Fexp is the stretching force, k is the spring constant, g is the piston viscosity, Δx is
the change in the length of the spring, V is the speed.

If we pull the system (Fig. 5, bottom red line)

Fpul ¼ k * Dx� g * V; ð2Þ

Fpul is the force of pulling. The velocity is constant, 0.1 Å/ps.
The distance between two red lines is the double force of the piston:

Fexp� Fpul ¼ 2g * V

g ¼ ð300 � �200ð Þ pN= 2 * 0:1 Å =ps
� � ¼ 2500 N * s=nm

¼ 2:5 * 10�11N * s=m ¼ 25 pN * s=m

¼ 2:5 * 10�11kg=s

Fig. 4. Mechanical system “piston-spring” (E is the energy of spring, g is the piston viscosity).
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Spring force: Fsping = k�Dx: k ¼ 400� 0ð Þ= 200� 170ð Þ pN= Å ¼ 133 N/m:

On the green part of the graph we can suppose that the friction force is the same
(the velocity is the same), but the elastic force is not decreasing to zero. We performed
the series of constant force experiments. They showed that the elasticity force
dependence is not linear, the elasticity coefficient is different upon application of
different force.

Hysteresis picture of C-Cadherin with 12 Mg2+ cations looks the same.

3.4 Model Glu-cation-Glu

Since Ca2+ ions in the cadherin molecule interact with the aspartic and glutamic acid
residues, a better perception of their role in the mechanical properties and stability of
the protein was achieved by modeling the stretching of two glutamic acid molecules
with various metal ions placed between them. The stretching rate was 0.1 Å/ps. The
force was applied to the carbon atoms of the COOH groups of glutamic acids. For each

Fig. 5. MD-experiments with calcium ions: hysteresis. Dependence of force [pN] on distance
[Å].
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type of ion MD simulations were carried out both in water and in vacuum at the
temperature of 300 K.

For all numerical experiments, the dependence of the reaction force on the distance
between the points of force application was constructed (Fig. 6).

In the initial configuration, the metal atom is bound to four oxygen atoms of
glutamic acids. The analysis of the behavior of molecular dynamics trajectories allow
us to draw the following conclusions. The first peaks of the smaller amplitude corre-
spond to the sequential separation of two oxygen atoms of different amino acids from
the metal ion. The third peak corresponds to the loss of the bond between the amino
acids. In the experiments with water, the magnitude of the force corresponding to the
third peak is much less than its value in vacuum. This is explained by the fact that the
change of the contact of the ion and the glutamic acid molecule for the contacts of the
ion and glutamic acid with the surrounding water molecules is energetically more
advantageous than breaking the contact in vacuum. The dependences in Fig. 6 also
indicate that the forces obtained in the experiments with calcium and magnesium, both
in vacuum and in the water environment, far exceed the forces in experiments with
potassium and sodium ions.

Thus, both the simple model system and the complex cadherin macromolecule
equally demonstrate two types of behavior: the systems with potassium and sodium
ions possess less mechanical stability for external force action than the systems with
calcium and magnesium. Experiments with simple model systems reveal the key
mechanism underlying the cadherian mechanical stability.

Fig. 6. MD Experiments on stretching the model system of two amino acids at the constant rate
of 0.1 Å/ps with different ions. On the left, experiments in vacuum, on the right, in water. Force
dependence [pN] on distance [Å].
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4 Conclusion

According to [13] the stability of the rod-like conformation inherent in cadherin in the
intercellular space depends on the presence of calcium ions in the macromolecule. In
their absence, cadherin assumes an accidental collapsed state. In the present work, the
stretching of the cadherin molecule is simulated both in the presence of Ca2+, Mg2+,
Na+, K+ ions, and in the apo-form at a constant rate. Experiments on stretching the
cadherin beyond the ends at a constant rate with different ions revealed two types of
system behavior: Ca2+ and Mg2+ ions impart greater mechanical stability to the protein
than Na+ and K+ ions. For 3 ns of simulations, in all cases, two peaks of force were
observed associated with the unfolding of the polypeptide chain of the first domain and
with the increase in distances between domains. For sets of independent trajectories
obtained for systems with each type of ions, the deployment scenarios are repeated.

When comparing molecular dynamics simulation with the atomic force microscopy
experiments, only a qualitative assessment of the results is possible. The rates of
stretching of the macromolecule in computer experiments exceed by orders of mag-
nitude those obtained in the experiment. This leads to the fact that the force influence
on cadherin during simulation is large (1500–2500 pN versus 100–200 pN in the
experiment). Nevertheless, it can be assumed that the regularities inherent to the system
obtained by simulations qualitatively correspond to the experimental data. The per-
formed computer simulation and the results of the AFM experiments indicate the
important role of metal ions in the mechanical properties of cadherin.

Also we have compared C-Cadherin in the cycle experiments with a popular
physical system – piston and spring. Most potentials of Amber Force Field near the
minimum potential energy look like a parabola. The potential of Hook’s spring is a
parabola too. But we have shown that various biology systems behave differently under
tension and compression. The name of this phenomenon is hysteresis. This protein
works like a piston and a spring. And we have shown how to calculate the parameters
of similar systems.

May be in future the problem with storage of MD trajectories will occur. But with
new novel cloud architecture such problem may be resolved [30–32].

Funding. This research was funded by the RUSSIAN SCIENCE FOUNDATION.
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Abstract. A chromosome includes a DNA molecule with a part or all of the
genome of an organism. Statistically known that chromosomes nucleotide
compositions are different for different biological species. Special comparative
method of visualization the chromosomes nucleotide composition of various
organisms is described. This analysis is conducted by means of a metric space of
binary orthogonal functions taking into account physical-chemical parameters of
nitrogenous bases of the genetic code. In consideration that genetic algebra and
geometry are connected with a relations purposed in this article algorithms
allows to display a statistical chromosome nucleotide composition data in a
metric spaces using multidimensional analysis.

Keywords: Nucleotide composition � DNA symmetries �
Multidimensional analysis

1 Introduction

Genetic nucleotides sequences are one-dimensional linear data consist of 4-letters
alphabet of complimentary pairs of nucleotides. For the analysis of long nucleotide
sequences, various mathematical methods are applied, including statistical. At the same
time, it is actual to develop a system of new methods that would allow to visualize
differences between nucleotide sequences and their characteristics clearly andwithout the
using of complex programs and special skills. The paper structure consists of observation,
mathematical description of physical chemistry of chromosomes and genetic sub-
alphabets. The following are examples of multidimensional visualizations of chromo-
somes. The goal of research is the development and discussion of algorithms that can help
facilitate the perception and visualization of genetic information and genetic fenomena.

2 Mathematical Description of Physical Chemistry
of Chromosomes and Symmetric Hadamard Matrices
of Genetic Sub-alphabets

2.1 Related Works

Let us recall some approaches to geometrical representations of molecular-genetic
alphabets. In [1] described that every genetic nucleotide letter has a binary sub-alphabets
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of the genetic code (alphabets inside alphabets). Binary sub-alphabets of genetic coding
are represented according to kinds of binary attributes in the set of nitrogenous bases.
Three of them are represented according to kinds of binary opposite attributes and one is
constant: pyrimidine or purine; amino or keto; three hydrogen bonds or two hydrogen
bonds; phosphate residue (non-opposite parameter). In nucleotide composition of DNA
molecules of different species of living organisms Chargaff noticed regularities that have
verbal and mathematical equations representation [2]. These features features are the
characterizing properties of the DNA of many living organisms and can be visualized
algorithmically. For this visualization, the methods of parametrization the using of
binary sub-alphabets and binary geometry will be applied.

Work [3] presents a gene retrieval system, which is based on feature dimensionality
minimization and classification of the microarray gene data. The epipolar geometry [4]
is the intrinsic projective geometry with the algebraic representation. Recovery of
epipolar geometry is a fundamental problem in computer vision. The work [5] eluci-
dates approach a new distance measure using DNA hybridization melting temperature
that gives approximate solutions for the multiple sequence alignment problem. The
main application of this multiple sequence alignment is to identify the sub-sequences
for the functional study of the whole genome sequences. The paper [6] presents the
method of medical images similarity estimation based on feature extraction and anal-
ysis. The described method of images similarity estimation based on feature analysis
consists of several stages and feature analysis. Automatic method of karyotype analysis
in cytogenetics description is given at paper [7] with locally adaptive thresholding
method to segment chromosome clusters. The CGR-method is described at [8].
Structured alphabets of DNA and RNA in their matrix form of representations are
connected with Walsh functions and a new type of systems of multidimensional
numbers [9, 10]. Some related investigations were discussed at [11–13].

Fig. 1. Variant of Hadamard matrix based on nucleotide sub-alphabets coding. Symbols of a
genetic sub-alphabets from a viewpoint of the binary attributes are 1, 2, 3 and 0. Blacks cells are
1, white cells are −1 or wise versa depending on coding.
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2.2 Genetic Coding as a System of Orthogonal Walsh Functions

System of genetic sub-alphabets can be represented as Hadamard matrix shown on
Fig. 1. Each row of Hadamard matrix is a Walsh function. We note, that present
Hadamard matrix is symmetrical [14]. Every nucleotide can be replaced with relevant
sub-alphabet without changing the structure of matrix.

Walsh functions in mathematical harmonic analysis is a complete orthogonal set of
functions that can be used to represent any discrete function [15] as well as using
Fourier analysis with trigonometric functions can represent any continuous function.
More information about relations of genetic coding to Hadamard matrices is described
in Petoukhov’s articles, for example in [1].

2.3 Scale-Free Parametrization of Chromosomes Nucleotide Composition

Multidimensional analysis of chromosomes nucleotide composition is based on a
splitting of genetic nucleotide sequence by equal parts with n nucleotides in each where
n is a scaling free parameter. Thus, genetic nucleotide sequence is a 3-channel binary-
opposite code divided by parts by n nucleotides (n-plets). Converting binary n-symbol
words into decimal numbers allows to use them as coordinates at Cartesian spaces of
different dimensions.

2.4 Geometrization

Set of three binary-opposite sub-alphabets can be matched to axes {X, Y, Z} of
Cartesian coordinate system. This serves to represent genetic nucleotide DNA sequence
at Cartesian space using described scale-free parametrization of chromosomes
nucleotide composition. Algorithm’s scale-free parameter of coefficient n works as a
resolution of geometrical visualization: too big n gives small quantity of points, too
small n gives small coordinate mesh. We found good results for n lays near range
between 6 and 24 nucleotides.

We found that chromosomes of different species of organisms can have individual
patterns, that are often fractals or fractal-like mosaics.

Described algorithm of a geometrization of bioinformatic data could be applied not
only to chromosomes, but to any genetic nucleotide sequences including RNA, viruses,
mitochondries DNA. Examples are shown at figures below.

3 Examples of Multidimensional Analysis of Chromosomes
Nucleotide Composition

3.1 3-D Visualization of Chromosomes Nucleotide Composition

Using the set {X, Y, Z} as orthogonal basis of 3-dimensional Cartesian coordinate
system gives graphical results of 3D mapping of chromosome obtained on the base of
described method. Resulting Sierpinski tetrix that is the 3-D analogue of the Sierpinski
triangle is shown at Fig. 2. Demonstrated 3-D visualization is not very suitable for
analysis itself but 2-D projections of this tetrix can display geometrically wide dif-
ferences between species of living organisms.
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3.2 2-D Analysis of Chromosomes Nucleotide Composition

To reach 2-dimensional analysis of chromosomes nucleotide composition any pair of
genetic binary sub-alphabets as orthogonal basis can be used. We note, that only two of
three sub-alphabets are enough for 2-D visualization because addition modulo 2 of any
pair of sub-alphabets gives 3-rd sub-alphabet as a property of Hadamard matrix.

Fig. 2. Illustration of typical 3-dimensional representation of nucleotide composition of
example chromosome. Axises X, Y and Z are corresponding to decimal representations of
binary coding of each n-plet using a three binary-opposite sub-alphabets.

Fig. 3. Illustration of 2-dimensional representation of chromosome nucleotide composition.
A pair of Walsh-functions used for parametrization is shown on top right corner. Axises of
abscissae and ordinates are corresponding to decimal representations of binary coding of each n-
plet using a pair of sub-alphabets. More info in text.
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Thus, the using 2-dimensional projections {X, Y}, (X, Z} and {Y, Z} of 3-D
Sierpinski tetrix into Cartesian 2-D coordinate system is giving three different map-
pings using corresponding sub-alphabets of physical chemistry properties for analyzing
chromosome (Figs. 3 and 4).

Such mosaic pattern shows phenomenology of «presence-and-absence» of different
n-plets. Possible way of an unambiguous representation of a long nucleotide sequence
in a case of its division with a certain value n (for example, with n = 8) is connected
with a construction of additional visual patterns, which reflect an order of n-plets in the
sequence.

2-D patterns, which are obtained by means of the described method, sometimes
resemble fractal patterns of long nucleotide sequences and amino acid sequences,
which were previously obtained by means of the known method “Chaos Game Rep-
resentation” (CGR-method) in works [16] though both methods are quite different in
their algorithmic essence.

The preliminary results includes the stability of resulting fractal-like and other
patterns in a case of shifts of reading frame of such sequences, or in a case of reversing
of sequences, or in a case of the permutation of fragments of a sequence, or in case of a
removal of certain parts of sequences; these results are mainly similar to the results of
studies of fractal genetic networks for long nucleotide sequences [17]. In particularly,
we saw a stability of mosaic patterns in cases of transformations of examined
nucleotide sequences by means of removal of the every second nucleotide in
sequences, or removal of the every third nucleotide in sequences, etc. Adjacent variants
can be added to the described method for deeper research of long genetic sequences by
means of their binary presentation.

Different random nucleotide sequences with 100000 nucleotides in cases of its
division into n-plets with n = 8, 16, 28 were generated by a computer program. Visual
patterns were produced by the described method for a long random sequences of
nucleotides. Appropriate visual patterns have non-regular chaotic characteristics in
contrast to cases of real genomes.

Additionally we have tested different kinds of penicillins to receive binary patterns.
The results testify that in this group of antibiotics their long nucleotide sequences
usually generate non–regular mosaics, which resemble mosaics of random nucleotide
sequences. Perhaps medical meaning of penicillins is connected with this their
peculiarity.

A random sequence with the second Chargaff’s rule was algorithmically generated
using the second Chargaff’s rule [18]. Special kind of regularities in a form of squares
for this random sequence were visualized with n = 6 at Fig. 4.

From the other side, algorithmically generated random sequences without Chargaff
rule have irregular chaotic characteristics without any regularities. This allows to say
that geometrization of nucleotide states of chromosomes has relations with Chargaff
rules and can help to visualize the statistical characteristics of genomes of living
organisms.

Quantities of elements 0 and 1, which are met in n-plets of two kinds of the n-bit
binary presentation of a long nucleotide sequence was used to construct a new type of a
visual pattern of the sequences (Fig. 5).
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The describedmethod of two-dimensional analysis seems to be useful for the study of
hidden regularities in chromosomes and also for classification and comparative analysis
of different genetic sequences with possible applications in biotechnology and medicine.

Fig. 4. Illustration of 2-dimensional representation of randomly generated chromosome with 2-
nd Chargaff rule. A pair of Walsh-functions used for parametrization is shown on top right
corner. Axises of abscissae and ordinates are corresponding to decimal representations of binary
coding of each n-plet using a pair of sub-alphabets. More info in text.

Fig. 5. Illustration of 2-dimensional representation of chromosome nucleotide composition.
A pair of Walsh-functions used for parametrization is shown on top right corner. Axises of
abscissae and ordinates are corresponding to quantity of ones of each n-plet using a pair of sub-
alphabets. More info in text.
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Multidimensional structure of chromosomes is represented in a computer binary
format suitable for analysis using binary artificial neural networks. Multidimensional
analysis of chromosomes nucleotide composition could help in understanding deeper
genetic phenomena. For effective resistance to the new and dangerous diseases and
viruses science needs an innovations in the field of analysis of genetic coding and
corresponding artificial intelligence systems.

The discovery of new binary fractal-like patterns, which are revealed from long
genetic sequences of chromosomes provokes many questions about relations between
the genetic system and those fields of science and technology, where digital binary
fractals are used, for example, fields of radiophysics, technology of fractal antenna,
digital fractal codes, etc.

3.3 1-D Analysis of Chromosomes Nucleotide Composition

To reach 1-dimensional analysis of chromosomes nucleotide composition all of genetic
binary-opposition sub-alphabets can be used. Thus, the using of separated 1-dimensional
X, Y and Z Cartesian axises giving three different mappings using corresponding
sub-alphabets of physical chemistry properties of chromosome. On a resulting figure
three rows for three sub-alphabets are shown for a human chromosome.

Fig. 6. Illustration of 1-dimensional 3-channel representation of Homo sapiens 22 chromosome
nucleotide composition. Each of three rows corresponds to binary-opposite sub-alphabet. Axis of
abscissae is an index number of n-plet, axis of ordinates is a decimal representation of binary
number of n-plet.
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Special regions with different nucleotide composition has a clear character and well
seen on Fig. 6 with n = 6. This special regions are having distinguishable nucleotide
state that can be visualized in 2D parametric spaces algorithmically.

4 Discussion and Results

General scientific methods for studying nucleotide sequences usually concentrate their
attention on those fragments (or N-mers, or N-plets), which exist inside the sequences.
The described method investigates a deficit of different types of N-plets in nucleotide
sequences with geometrical representation. We found the high noise stability of geo-
metrical patterns on the base of Walsh functions: changing parameter n, reversing,
different types of remixing genetic sequence in chromosome are saving stable the
general visualization of structure. In our research we found that even small parts of
chromosome are repeating general pattern of all chromosome that is correlated with
theory of noise-immunity coding.

In’s interesting to note, that some fractals are similar for different organisms and
some are different. This obsrevation is not always corresponds to the logic of known
phylogenetic tree [19]. Comparison analysis of chromosomes of different species
including humans, different monkeys, crocodile, bacterias was carried out. We also
note that it’s possible to display DNA as 2-D Sierpinski triangles with condition of
using of Walsh functions with special kinds of errors. Results are close to non linear
dynamics, chaos & fractals theory, binary code principle and regulation, modulo two
addition, p-adic number systems, holography etc. As mentioned, only two of three sub-
alphabets are enough for 2-D visualization that is regarded to property of Hadamard
matrix. In this connection the most interesting mosaics were constructed on the
coordinate system of pyrimidine/purine and amino/keto properties – the binary-
opposite sub-alphabets not related to hydrogen bonds information.

5 Conclusions

Scientific novelty among other things lies in the multidimensional approach to visu-
alization of the genome. We assume that multidimensional representations are asso-
ciated with the immune system, which operates on the principle of recognition of
patterns of nucleotide composition, which can be different for different types of living
organisms, including parasites and their carriers, etc.
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Abstract. The paper discusses a virtual computer game laboratory named
SAUDAI as an innovative method of teaching IT students that will encourage
them to learn and generate students’ interest in learning and research. The
system is designed to provide students with convenient environment for
development and testing of artificial intelligence and motivate students to
research, develop, and deepen their knowledge of artificial intelligence, theory
of algorithms and decision support systems. The essence of this work is gam-
ification of studying information technology, specifically, the development of a
system that allows the user to develop a software solution that can act as a player
in a number of computer games. While developing artificial intelligence for each
game, the student acquires knowledge of relevant information technology, each
game system set up so that the student can acquire and use the skills on the
specific topic.

Keywords: Training system � Artificial intelligence � IT � Game

1 Introduction

Recently, in Ukraine and European countries, there is a tendency for students to lose
interest in research and learning in general [1, 2]. The main reason for this development
is lack of motivation. Students do not have the opportunity to concentrate on their
studies. Moreover, development of information technology is changing rapidly. First,
this applies to students from areas related to information technology. The scope of IT is
innovative, and it is natural that traditional teaching methods such as lectures and books
are not always effective. It is to encourage such students to study and research that it is
necessary to update the traditional system, making it more interesting and relevant. In
this complex issue, gamification comes to the help.

Methods of gamification are a good way of student motivation. In addition, it can
build up such human traits as confidence and self-expression. The article considers a
system in which students can learn the curriculum by creating so-called bots for games.
Thus, we developed the software product, which realizes a competition of bots under
the given circumstances. The education process is given in a form of game and bots’
competition organization. It allows us to improve soft skills and organize teamwork.
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2 Theoretical Background

To begin with, our goal is the encouragement of modern youth to conduct independent
scientific research, educate among them highly qualified specialists [2–5], as well as the
use of innovative information technologies for distance learning, for example, artificial
intelligence systems [6–8].

One method for students’ evaluation is fuzzy approach [7], however the possibility
to use such approach at high school is not described.

Works [12, 13] describe agent technologies for education process, but it is more
efficient to allow students to create their own agent or bot.

Education process can be presented as ontology [14]. The main issue in this case is
evaluation process describing.

In this paper, a virtual computer lab of interactive games system is considered that
allows users to test their programming and algorithmization skills. The main applica-
tion of the system is to replace the familiar scheme of checking students’ computer
knowledge, making the learning interesting and effective. The soft-skills and teamwork
should be improved. For this purpose, we use gamification.

Solution of this problem is a well-known method to use games in education.
According to the Robeson “Is it all a game?Understanding the principles of gamification”
[9, 10], this method improves such human traits as confidence and self-expression.

Competition is one of the main elements of gaming. In addition, it is the best way
of encouraging students to study.

In particular, popular and understandable examples of gaming are honor boards,
competitions between classes for a symbolic “currency”, use of game elements directly
during the lessons and the like.

The core of the gamification strategy is a reward for the completed tasks. In detail,
[11], discuss the issue of gaming in a study. In this study, various methods of gaming
and their effectiveness are analyzed in detail. The results showed that gaming is pos-
itively affecting the work of students, but the conditions are very important, as well as
the potential of users (students’ specialties).

The idea of writing bots is not new [15, 16]. For example, there are qualitative
resources like theaigames.com, where users can write bots to various games, after
which they will compete among themselves. Also there is a resource www.botchief.
com, where the user is provided with tools for creating Internet bots that reproduce the
actions of a person in social networks or on other sites. Nevertheless, these resources
have nothing to do with education; the idea of combining the writing of bots with
training is relevant.

Now, the main analogue of the traditional training system is SAUDAI - virtual
computer lab of interactive games and student evaluation.

In general, students have access to all necessary information like lectures, theory to
laboratory work. However, practice shows that very rarely students attend all lectures,
write down theory and get prepared for labs. The defense of the labs is also extremely
undesirable for students. Some students cannot show their real knowledge or abilities in
oral defenses, because of their shyness, or the inability to formulate a thought clearly.
Even if a student has good programming skills and a good knowledge of the topic, the
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teacher does not always have the opportunity to properly estimate it. In addition, the
defense of the labs takes a very long time, whereas students can spend it on something
more productive.

The objective of this paper is discussing key features of the architecture of student
training system demonstrated in the form of virtual computer lab games.

3 The Results and Discussion

3.1 The Education System as a Set of Agents

The education system is presented as Lt; Ls;C;Eh i, where Lt is model of knowledge,
presented as semantic network; Ls is model of knowledge, interpreted by the teacher;
C is algorithm of knowledge management; E is the goal of education.

The education process is built as competitions of students’ agents or bots. We have
such characteristics of agents (bots) as

• Performance Measure of Agent is the criterion which determines how successful an
agent is (degree of similarity to Lt);

• Behavior of Agent is the action that agent performs after any given sequence of
percepts;

• Percept is agent’s perceptual inputs at a given instance;
• Percept Sequence is the history of all that an agent has perceived till date;
• Agent Function is a map from the precept sequence to an action.

It is necessary to develop a common architecture of the system that will complement
the existing system in the university, and which will provide users with a constant and
quick access to necessary materials, for example lecture notes, articles, video lectures,
and simplify, speed up and make more objective assessment of knowledge, increase
students’ interest in education. The basis of such a system should be the analysis of the
competences of users on the basis of methods of processing information resources.

In contrast to the existing educational portals such as UDACITY, Coursera, EDX,
combining video explanation of the teacher, homework and tests to check students’
knowledge, we propose an opportunity to get research experience in finding new ways
of solution of tasks and interactive work between team members and their mentors or
other participants. There are such teaching programs, which use gamification:

• Codecademy – teaching programming in JavaScript, HTML, Python, Ruby.
• Motion Math Games – Mobile Games make learning math fun and exciting.
• Mathletics – program for schools aimed at attracting children to mathematics

through games and the Challenge.
• Khanacademy – free video courses on various subjects.
• Spongelab – personalized platform for science education.
• Foldit – the solution of scientific problems as puzzles.

We propose to combine approaches from Codeacademy, Mathletics and Spongelab.
Education process will be conducted in the form of a game. Therefore, we propose to
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use gamification for practical work (see Fig. 1). The first stage of game is to study
known methods (game with mentor). For example, we propose to use labyrinth for
deep search learning. Second level (exploratory level or level of fire between students’
teams) is used to create game elements and use them to race with other students from
different universities. We developed BrainRacing game, which consists of such steps:

1. There is a car on the road. Two players should solve different tasks to move the car.
When the car gets to one player’s base – the player wins.

2. Players program a car to move in their direction and rewrite it, if the car is already
programmed.

The games platform architecture is shown in Fig. 1. The “bot” means algorithm created
by student.

The technical approach and comparison with other applications is shown in Fig. 2.
The application of AND-OR graph, expert system and methods of neural networks

will allow to evaluate the students’ knowledge and identify the most appropriate
training trajectory in the form of a game.

3.2 The System Description

The key concepts of created system are competence and learning outcomes in the
process of creating a new educational program.

Game platform

pr
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Game level

easy

...
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bot
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bot n
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Fig. 1. The explanation of gamification usage
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Stakeholders of the precedent and their requirements are follows:

• Administrator: should post games on the site, and create competitions.
• User: sends a software solution (bot) to the game and to the competition.
• The system must send the bot to the agent, then get the results of the games, display

these results, and show the playback.
• Agent: after receiving the game and bots, it should hold it with the received bots,

get the results and return the system to them, and save each game progress so that
the system can play it.

Program agent (PA) user is the main actor of this precedent. This separated system
interacts with all other actors:

• Receives the game from the administrator, the bot from the user,
• Sends them to the agent,
• Receives the results of the game from him,
• Displays them, and reproduces the game.

Preconditions: the system must be active; the game and the agent must be well
defended and run without errors, regardless of which bots the user directs; the user is
registered, and the bot must pass the plagiarism check.

Existing approach

Proposed tools

Fig. 2. Differences between project design and existing solutions
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The main successful scenario:

1. The administrator adds the game to the system;
2. The administrator sets the rules of the game;
3. The system adds the game and rules to it in the list of games on the site;
4. The administrator creates a new competition for the game;
5. The system adds a new competition to the list of competitions on the site;
6. The user adds bot to the system;
7. The user sends the bot to the competition;
8. The system receives the bot from the user;
9. The system looks for the active agent;

10. The system sends the game and received bots to a free agent;
11. The agent receives the game and bots;
12. The agent launches the game, hands over the bots to it;
13. The agent receives the result of the game and a file with the record of all moves;
14. The agent transfers to the system the result of the game and a file with the record of

all moves;
15. The system receives data from the agent and displays the results of the game on the

site;
16. The system reproduces the course of the game on the site on a file with recorded

moves;
17. The system records the statistics of the results of the games of various users and

analyzes the level of competences of the participants in the project.

Expansion of the main scenario or alternative flows:

• A negative check on plagiarism - a bot that is not unique is not downloaded to the
site, an attempt to upload it is recorded in the user profile, the user receives a
corresponding message;

• When adding a bot to the competition:

a. The user tries to send the bot to the competition, which is closed: the PA notifies the
user about the impossibility to add the bot to the selected competitions, since it is
not open and returns it to the contest selection page.

b. The mismatch between the bot and the game for which the competition is created:
the PA notifies the user about the impossibility of adding the bot to the selected
competition, since it concerns the wrong game and returns it to the contest selection
page.

• Cannot find an available agent:

a. No active agent: the system adds an agent request to the waiting queue, where it will
stay until the active agent appears.
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b. No free agent: the system waits until one of the agents finishes the game and sends
to it a new request.

• Unable to get results: the administrator reports an agent error; the system displays
information about the temporary unavailability of the results;

• Cannot build the playback:

a. There is no script to build this game: instead of playing, a message is displayed
about the temporary impossibility of displaying the game.

b. Playback is not built: instead of playing, a message is displayed about the temporary
impossibility to show the game, the administrator reports an error.

Post conditions:

– The result of the competition is found on the game’s play site - it can be viewed
using the script at any time;

– The evaluation of the efficiency of each user’s bot is stored in the database, dis-
played in the user’s profile.

Special conditions:

– The agent must complete the game and send the results regardless of whether the
bot is working correctly or not;

– It is necessary to establish parallel connection of the system with several agents.

List of necessary technologies and additional devices:

– The PA must be designed as a Web-based system;
– Agents are on separate servers and connect to the system via the Internet;
– The database is located on a separate cloud service, the site always has access to it;
– The site is located on the cloud service;
– The user uses a computer, a browser.

The use case diagram gives the most general idea of the functional purpose of the
system (Fig. 3).

The implementation of a separate use case requires the participation and interaction
of certain instances of actors and classes. The most suitable tool for describing such an
interaction is the sequence diagrams (Fig. 4) [6].

The user is authorized, adds the solution and sends the bot, and then waits for the
results. While waiting, the system sends the bot and game to the agent, the agent starts
the game and passes it to the bot. The game works based on the agent communicates
with the bot and returns to the agent the results of the bot’s activity. After that, the
agent returns these results to the system, and the system displays them to the user.

The Student Training System Based on the Approaches of Gamification 585



www.manaraa.com

Fig. 4. Diagram of the sequence of participation in the competition

Fig. 3. Diagram of system usage options
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4 Results and Discussion

Competitions were held between the students of Lviv Polytechnic National University
and based on the results the students received grades (Figs. 5 and 6).

Two different competitions were organized. The fight between students was
organized in the first round. The second round was competition between groups.

5 Conclusions and Prospects for Further Research

The architecture of training system is developed. The education process is given in a
form of game and bots’ competition organization. It allows us to improve soft skills and
organize teamwork. The main users and activities are described. By creating artificial

Fig. 5. Competitions

Fig. 6. Results of the competitions of one of the groups
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intelligence for each game, the student learns from the relevant field of information
technology. The Advantage of the online system is constant access to all materials in
different forms. The prospects of further research are organization of bots’ competition
for all technical universities in Ukraine and for triple-learning [17–22].
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Abstract. This paper presents the features of an educational and method-
ological resource complex for students with special needs (disabilities).
Approaches to the organization of the learning process of students with dis-
abilities are considered. Different methods and techniques are proposed to
deliver lectures, conduct practical and laboratory classes. The administrative
environment of the virtual lab is given. The structure of a laboratory-working
place and the schema of laboratory practice are build. A system of testing, which
allows the generation of questions and selection of teaching material on the basis
of analysis of answers and previous knowledge of the students has been
developed.

Keywords: Students with special needs � Distance learning � Self-studying �
Big data technologies � Tutors control

1 Introduction

For distance learning, a teacher-student relationship is very important. An interaction
between participants of the educational process takes place online on scheduled days
and at determined times. This enables students with disabilities to find answers to
unclear questions.

The distance learning systems widely used by engineering students with special
needs must meet the additional requirements, as the fulfillment of laboratory bench
exercises is an integral part of the training of engineers, especially in electrical engi-
neering disciplines.

Additionally, students with special educational needs have the opportunity to move
forward on the individual learning trajectory, set their own goals, choose the optimal
forms and pace of learning, apply the learning methods most relevant to each indi-
vidual’s characteristics.

Each disabled student suffers from particular features and limitations that make
their learning difficult. To ease the way, it is necessary that the work with the students
be supported by special methods, pedagogical techniques and adaptive technical
teaching aids introduced into the process of learning. Typically, such students are very
inquisitive and diligent, but experience certain problems: knowledge gaps, increased
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fatigability, reserved demeanor, low self-esteem, and vulnerability. At the same time,
they cannot slow down the pace of training or reduce the number of classes, because
this reduces the quality of professional training. Therefore, the system of supervision of
their training, comprehensive assistance and support is being implemented.

It is often difficult for students with hearing or the musculoskeletal system disorders
to participate in the educational process in higher school. This especially concerns
students of engineering specialties, since the training of engineers involves a large
number of practical work in laboratories, assumes giving permission for exercises
fulfillment, and making results presentation.

The training support of students with special needs should be carried out in the
following areas: technical, methodical, and social. In the article, we shall focus on the
technical and methodical one.

The technical support involves adaptive technological tools and special training
technologies that enable one to build one’s own learning trajectory. To do this, the
article proposes the development of special laboratory benches, a virtual laboratory and
system for individual training and self-control of knowledge.

The methodical support involves the optimization of delivery of teaching material in
the form most convenient for a student with special needs. For students who have a
decreased ability to see, technical teaching means should be equipped with voice
interface cards (modules). Students with hearing disorders should be definitely provided
with a textual presentation of information; for those with limitations of the muscu-
loskeletal system, the fulfillment of laboratory bench works can be ensured by replacing
them with virtual ones likely with elements of complemented and virtual reality.

The complex approach that consists of lectures providing, practice work organi-
zation and exams supporting is the purpose of this paper. The novelty of this approach
is combining of traditional lections with virtual labs. In addition, it is possible to use
augmented reality for materials presentation. 128 students including three students with
disabilities are attended to experiment.

The structure of paper consists of related works overview, main methods description
and results presentation.

2 Related Works

Nowadays, self-study as a form of acquiring knowledge is gaining its popularity both
in Ukraine and in the world. It can be defined as an individual-directed activity towards
the independent acquisition of knowledge and/or experience [1, 2]. In the Western
world, this form has been existing for quite a long time, and is very popular among
students and teachers because of its cost and educational efficiency.

The following technologies came to be used for self-study.
Moodle is a free, open system of distance learning. The system implements the

philosophy of “pedagogy of social constructivism” and focuses primarily on organizing
the interaction between the teacher and the students, although it is also suitable for
organizing traditional distance courses, as well as for supporting a classroom-based
mode of learning. Moodle is translated into dozens of languages, including partial
translation into Ukrainian. The system is used in 175 countries of the world, as well as in
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Ukraine. Lviv Polytechnic National University widely uses this system for the place-
ment of teaching materials. What we should also note is that this project is open [3].

ATutor is a Learning Content Management System (LCMS). The program is easy
to install, configure, and maintain by system administrators; teachers (tutor) can easily
create and transfer teaching materials and run their online courses. And since the
system is modular, it is open for the modernization and expansion of functional
capabilities. It is used in Spain, Bulgaria, Serbia [4].

Claroline is a collaborative e-learning platform (Learning Management System)
released under the Open Source license. The platform is used in more than 80 countries
and translated into more than 30 languages [5].

Work [6] describes agent technologies for education process for students with
disabilities. However, the disadvantage of the above technologies is that they work
with “standard tests”, i.e. an automatic generation of input data for tasks [7, 8] is not
allowed. This leads to the fact that with a limited set of tasks and multiple self-study,
students are likely not to solve problems, but guess the correct answers, which does not
contribute to improving their skills. Thus, for today, there is not any software designed
to deal effectively with the problem of self-study, i.e. to enable the students provided
with a limited set of test tasks to solve new ones, the input data for which do not repeat.

The presented in [10–17] approaches describe local problems connected to e-
learning, but they can’t be used for electronics engineering disciplines studies without
previous processing.

Education process can be presented as ontology using Big data approach [18]. The
main issue in this case is evaluation process describing.

Therefore, the development of methodological and instrumental foundations for the
modelling of automated systems of learning management and knowledge control,
appropriate to modern trends in the development of information technologies and to
didactic principles of the organization and conduct of teaching activity, becomes
relevant.

The purpose of the paper is to develop the architecture of an educational and
methodological complex for students with special needs based on big data.

3 Materials and Methods

The main tasks of the information technology of the distance training and counselling
center for the disabled based on the Big data technology are

• The organization and implementation of a complete educational process,
• Combining information about the students who are to perform physical experiments

and laboratory exercises in various laboratories, their level of theoretical knowledge
and self-control measures using an electronic textbook.

It is also necessary to receive information from medical centers to identify the pecu-
liarities of working with this or that student and to provide them with the appropriate
academic facilities (sound, image, text, tactile means, etc.). Additionally, the system
can be used for remote control of knowledge and become a didactic tool for self-study
using Big data technology [18] or virtual lab [9, 10]. The database of teaching materials
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combines information from electronic textbooks, instructions to laboratory, practical or
independent works.

To study electrical engineering disciplines, it is necessary to provide the availability
of all forms of classes:

– Lectures,
– Seminars,
– Practical classes,
– Projects (individual or in team),
– Laboratory practicum,
– Final classes.

Lectures are intended either for a complete presentation of learning material (study) or
for a brief statement (independent work), and can be presented in the form of text,
videos, recordings, etc.

Practical classes include some theoretical material to explain the problem-solving
principles, to identify regularities, etc., and the application of automated means for the
generation of tasks and the check as to the correct students’ solutions.

Laboratory practicum include the use of computer simulation software, a devel-
opment environment medium, etc. for the student to complete a practical task, and the
automated check as to the correct results obtained.

Seminars and project must be evaluated after oral presentation and can’t be
simulated.

Final classes are used to evaluate the student’s level of theoretical and practical
training. Accordingly, test assignments of different levels of complexity are used (in-
cluding multiple-choice tasks), tasks (entering answers by using the keyboard),
graphical tasks (graphics package to create diagrams, charts, etc.).

In order to ensure that the number of allocated credits is consistent with the amount
of learning activities, it is necessary to determine:

• Time to be taken for performing each type of task within each topic;
• Time to learn theoretical material;
• Time to carry out laboratory works (practical works).

An important component of the learning process is lectures as they in combination with
knowledge self-assessment tools lay the foundation for studying a discipline. These
facilities are likely to be universal for both academic disciplines and categories of
students with disabilities. Based on the three categories of students experiencing
movement disorders, speech and hearing disorders, vision deficiency, we can recom-
mend the following approaches.

For the students with movement disorders (first category) to study theoretical
material, the only requirement is to have access to the Internet or other digital storage
media (flash memory cards, disks, etc.). At the same time, appropriate software, such as
described in [1], is required to assess or self-access knowledge, as well as the possi-
bility to share information online in order to visualize a student-teacher dialogue.

The second category of disabled students (speech and hearing disorders) can suc-
ceed in the mastering of theoretical knowledge using standard computer input/output
devices (keyboard, display) complemented by Internet procedures and video
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surveillance equipment. In some cases, when evaluating the level of knowledge, one
can use special computer graphics-based tests, and in this way speed up the evaluation
procedure.

The third category of students with disabilities, i.e. having vision deficiency, when
learning material, requires the use of special equipment, in the first place speech
analyzers and synthesizers, and a special set of tests for assessing knowledge. These
devices, supplemented by the equipment recommended for the first category of stu-
dents are sure to enable the student to get full access to theoretical knowledge and the
level of their assessment. The complexity of implementing the proposed approach is
primarily caused by the high cost of the above equipment. However, this disadvantage
can be eliminated with the help of an assistant present in studying the material or
assessing the level of knowledge.

People with special needs should be provided with necessary facilities for doing
laboratory exercises and practical works when studying electrical engineering disci-
plines both in laboratories and remotely. When teaching disabled students, to conduct
laboratory practicums is perhaps the most difficult task both in terms of technical
support and in terms of methodological support. Equipment for deaf and blind,
adaptive appliances and specialized training technologies are the key to the successful
training of students with various physical disabilities (disability nosology). The
appropriate technical support should compensate for the functional limitations of stu-
dents with special needs for their perceiving and mastering learning material. The
implementation of a set of activities for organizing a laboratory practicum in electrical
engineering disciplines for students with special needs is carried out in the following
directions:

• Provision of appropriate adaptive appliances;
• Introduction of special technologies and teaching methods;
• Individualization of learning with the participation of a teacher (tutor’s assistance).

The structure of a laboratory working place contains a laboratory bench with cells for a
universal power supply, a signal generator, and physical models of the objects under
study, a computer and a oscilloscope’s universal USB, web cameras (Fig. 1). Such a
structure allows the strategy of a reasonable combination of physical and virtual
experiments with the use of modern means of research into electromagnetic processes
to be implemented.

The technical support of a laboratory practicum for students with special needs
includes a shared classroom training technology, an individual classroom training
technology, technical aids for distance work, and software. The organization of a
laboratory practicum is carried out taking into account the peculiarities of the student’s
physical disabilities, namely, a convenient way of perceiving the educational material
(visually, aurally, and tactilely). Based on this, students with special needs are divided
into three groups: with movement disorders; with hearing disorders; with visual
impairment. For each of these groups, an appropriate technical and methodological
support is being developed.

Taking into account the physical disabilities of the students, a laboratory practicum
is carried out in the computerized laboratory of electrical engineering and electronics of
the Department of Theoretical and General Electrical Engineering LPNU or remotely.
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For this purpose, there are several working places provided with convenient access, and
equipment for hearing and visually impaired (deaf and blind) students.

In the case of a remotely-conducted laboratory practicum, the students install the
necessary software for simulating electronic devices (Multisim, Orcad) on a home
computer or so does the system administrator on a computer in a specialized room, or
provides remote access to a computer in the laboratory of the Department of Theo-
retical and General Electrical Engineering, Lviv Polytechnic National University
(LPNU).

The laboratory practicum is carried out with the participation of a teacher who
provides an individual approach and differentiated training, i.e. takes into account the
differences between students regarding their level of knowledge and limited physical
abilities. The teacher organizes training under a certain scenario (plan), controls the
comprehension of the learned material both personally and applying pre-programmed
test tasks.

A virtual laboratory practicum consists in the interaction of the student with virtual
laboratory equipment based on the simulation models of the studied physical processes.
The program interface provides an interactive interaction between the student and the
objects being studied.

To implement the proposed structure of the laboratory practicum, a computerized
laboratory has been created. In the similar mode, laboratories with installed hardware
and software for simulating analogue electronic circuits, a training materials database, a
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Fig. 1. Structure of a laboratory working place
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training and content management server and a Web server are involved. The avail-
ability of laboratory Web-cameras (one per 2–3 working places) enables the teacher to
observe the student’s work.

The administrative environment of the virtual lab enables teaching materials and
tests to be independently created and administrated by teachers [11, 12]. The designed
system generalizes the specific character of the educational institution and is a means
for effective implementation of personalized distance learning and remote knowledge
control. The peculiarity of the designed system is the selection of ergonomic indicators
of a student’s working place according to his or her personal data, namely, medical
grounds. Therefore, in the data warehouse of the system, it is necessary to provide data
structures for storing the characteristics of the student’s disease history. Another
important factor of the system is to take into account students’ learning outcomes when
designing a procedure of delivering the teaching material to them.

The subsystem of testing is based on the principle of the “Question and Answer”
dialogue, with the answer being chosen from a list of analogous ambiguously dis-
tributed options. Some questions are likely to be provided with the necessary references
and assistance.

To implement the proposed structure of the laboratory practice a computerized
laboratory was created, where the workplace is equipped with a computer, a universal
USB oscilloscope and physical layouts of the objects under study (Figs. 2 and 3).

The computer is used to solve the following tasks:

• Realization of virtual laboratory works in the instrumental environment of applied
programs for modeling of electrical devices;

• Realization of measurements by means of interaction through the program interface
of a universal USB oscilloscope.

The universal USB oscilloscope is designed to measure analog signals with the ability to
save measurement results in the form of vector or raster images or in a data file (binary or
textual) for further analysis (Fig. 4). It has two channels, which allows simultaneous
measurement of the voltages on the two components of the electric circuit relative to the
common base node. The signals of these channels, which correspond to the measured
voltages, are programmed, resulting in their parameters, including frequency, phase shift,
are determined. To measure the USB current with an oscilloscope, it is necessary to

Fig. 2. The schema of laboratory practice
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activate a reference resistor with known resistance in the circuit. Thus, such oscilloscope
is simultaneously used to measure voltage, current, phase shift, frequency, which will
save on the purchase of voltmeter, ammeters, wattmeter, phase meters.

Fig. 3. The work place in laboratory room

Fig. 4. The interface USB Disco 2 of universal oscilloscope
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4 Conclusions and Perspectives of Further Scientific
Developments

This paper shares our experience of using the basic approaches and technical means to
arranging different forms of the learning process in studying the academic discipline
“Theory of Electronic Circuits”, which are oriented to certain categories of students
with special needs. In contrast to traditional case studies, our approach allows to
organize virtual practice work and can be used for students with disabilities. 128 stu-
dents including three students with problems of the musculoskeletal system were
involved to such type of teaching. A system of selection of ergonomic indicators for
different categories of nosologies is developed. A system of testing, which allows the
generation of questions and selection of teaching material on the basis of analysis of
answers and previous knowledge of the students has been developed. The virtual lab
based on the simulation models of the studied physical processes allows organizing
practice work in augmented mode. The workplace is equipped with a computer, a
universal USB oscilloscope and physical layouts of the objects under study.

Further research will be aimed at developing a laboratory workshop for people with
reduced visual acuity.
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Abstract. The article presents the research results of the development of a
method and mathematical model of subject authentication in the electronic
information educational environment of universities (EIEEU). The problem was
solved on the basis of processing updated data sets with software and hardware
detection tools. It is proposed to separate the verification procedures for new
threats and precedents that have already been entered into the knowledge base of
protection and cybersecurity systems of EIEEU. A method for analyzing threats
is described, which involves the use of information sets characterizing each of
the threats by features typical of their implementation, and takes into account the
information content of each of the feat user. It is shown that the use of the
proposed method and mathematical model of the subject authentication in the
EIEEU, allows allocating resources of information protection systems and
cybersecurity of educational institutions effectively. A reduction in the number
of erroneous and false reactions while identifying threats, as well as an increase
of the probability of detection of new cyber threats in the EIEEU, are confirmed.

Keywords: Cybersecurity � Information security �
Electronic information educational environment of universities �
Method � Model � Subject authentication

1 Introduction

The achieved level of development and scale of the use of information technologies
(IT) and systems (ITS) in educational institutions (EI), and first of all in large uni-
versities, makes experts think about information protection issues (IP) and cyberse-
curity (CrS) of such systems at the stage of their design [1, 2]. The papers [2–4] note
that the cybersecurity systems (CrSS) of educational institutions, in particular, the
electronic information educational environment of universities (EIEEU), cannot guar-
antee the impossibility of external unauthorized penetration into the EIEEU. The
protected data that are stored and circulate in the EIEEU can include [2, 4–6]: personal
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data of students (students), teachers, employees; digitized information representing the
intellectual property of the educational institution; information arrays providing the
learning process (for example, multimedia content, databases, training programs); etc.

This information can be an object of theft or distortion from the side of external
(internal) computer intruders or from students’ or employees’ hooligan motives.

As many authors show [7–9], the authentication of subscribers (users) in the EIEEU
still remains a reliable and relatively affordable information protection tool (IPT) in EI
from unauthorized access (UAA) and intervention in work. It should be noted that the
existing IPTs are often built on fairly complex algorithms analyzing the characteristic
realizations of subject features (as an object of observation), in particular in the EIEEU.
In order to increase the security of EIEEU, strict verification rules are often used.
According to this approach to the security policy (SP) in the EIEEU, a sufficiently high
level of security and reliability of the system can be achieved, but a probability of false
alerts and reactions to false threats to the EIEEU will also increase. This, in turn, will
require additional material and other resources to enhance protection.

All of the above caused the relevance of the presented research results on the
development of a method and model for identifying threats of UAA to the electronic
information educational environment of universities. In this case, the focus is on
minimizing the erroneous results of testing subscribers, which will allow one to
increase the effectiveness in identifying new threats in the EIEEU.

2 Literature Review and Problem Posing

The papers [7–9] present the results of studies on the development of methods and
models for increasing the effectiveness of the classification of subscribers’ behavior in
the networks of organizations and enterprises.

The authors [10, 11] note that the possibility of theft or misuse of legitimate
subscriber credentials is a potential weakness of cybersecurity systems of many
computer networks and systems of enterprises and organizations. However, the authors
admit that solving the problem is possible by tracking patterns of the network traffic.
This will give a potential to detect unauthorized use of subscriber credentials. But these
studies are largely of an initial nature and need experimental verification.

The work [12] presents the results of research in the area of subscriber authenti-
cation as a set of graphics specific for subscriber. In particular, an aspect of attribute
analysis with a time limit is considered, which allows using new possibilities of ana-
lyzing the subscriber’s behavior in the network. The research is still ongoing and
requires extensive experimental testing.

Thus, a problem of improvement of existing and development of new methods and
models for identifying threats of unauthorized access to the electronic information
educational environment of universities, with focusing on the tasks of minimizing the
erroneous results of testing subscriber actions remains still relevant. This should
increase the effectiveness of identifying new threats in the EIEEU and effectively
allocate the resources of IPT and cybersecurity of educational institutions.
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3 Purpose and Objectives

The purpose of the research is to develop methods and mathematical models that are
applicable to the procedures for detecting threats of unauthorized access when
authenticating subscribers in the electronic information educational environment of
university.

To achieve the goal, a method for analyzing data on possible threats in the EIEEU,
which will allow minimizing the time of their recognition, and a mathematical model of
authentication of subscribers of EIOSU, which allows reducing the number of false
reactions and reports of false threats, were developed.

4 Methods and Models

While forming the sets involved in the detection of threats (hereinafter SDT – a set for
detecting threats) for the EIEEU, the following was taken into account:

1. The detector should not be activated in legitimate actions of subscribers (users in the
EIEEU). Also the detector should not be activated in legitimate actions of objects
and subjects of IPT and CrS in the EIEEU;

2. The intervals of values of implementations of signs that correspond to objects of
detection should be sufficient to minimize identities. We assume that the objects
used for training the detection systems were obtained using the methods and models
described in [13–15].

3. If the copy of the set participating in detecting a threat of EIEEU, has successfully
recognized it, then this copy is stored in the IPT knowledge base and then partic-
ipates in producing new generations of objects used for training the CrP systems.

After analyzing the existing methods and algorithms of authentication of subscribers of
the EIEEU, an improved scheme was developed, which is shown in Fig. 1.

Two streams are used on the scheme (see Fig. 1). Stream №1 is designed to search
in the database of threats that have already been encountered in the IPT knowledge
base of a specific EIEEU. Stream №2 is designed to identify new threats. New threats
are threats that have not been previously encountered when authenticating the subject
of EIEEU. The distinctive feature of the proposed scheme is the ability to use a
mechanism certifying verification. This approach is based on receiving an activation
signal from the “nearest” SDT. At the same time, when analyzing a signal, the entire
data array is used, which are provided by the same subject of the EIEEU.

The following equations were used to calculate the speed with which attempts of
penetration into the EIEEU can be found out (for the proposed scheme of authenti-
cation of the subject based on updated SDT (further USDT), Fig. 2):

da
dt

¼ rev � f � jTrj � a � jTrðMPnWðMPÞÞj ð1Þ

WðMPÞ ¼ fwj8w9mp 2 MP : wð Þ Con MPjg ð2Þ
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where Tr ¼ TrðSÞ� is a variety of threats for EIEEU;MP� is IPT in EIEEU;WðMPÞ�
is IPT involved in verification of subscribers; rev� is a coefficient of delay in including
of IPT in EIEEU; f� is a coefficient characterizing the increase in the number of
threats; TrðPRÞ� is threats neutralized by IPT; a� is a coefficient characterizing the
degree of failure of the workability of EIEEU caused by an attack; Con� is conditions
under which threats to an EIESS are neutralized by the existing protection system.

The proposed method for analyzing data on possible threats in the EIEEU is
schematically shown in Fig. 2.

Taking into account the results of the works [13–15], it was proposed to apply
weighting values for USDT with a particularly pronounced “cause-and-effect”

Designations adopted on the scheme: 1 – to count identifying data of the subject; 2 – to form a 
representative set for searching; 3 – implementation of search procedures based on a variety of 
sets used for detection (VSDT); 4 – a variety of sets used for detecting threats of EIEEU; 5 – 
updating of VSDT; 6 – verification of signal; 7 – waiting for a confirmation signal; 8 – verifi-
cation is passed; 9 – formation of resulting data; 10 – a variety of sets recovered from memory, 
which are used to detect threats; 11 – search among a variety of sets recovered from memory, 
which are used to detect threats; 12 – blocking the actions of the subject; 13 – recording in the 
memory of EIEEU protection system; 14 – updating memory.

Fig. 1. Scheme of subject authentication in EIEEU based on updated SDT.
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relationship in the process of “training” USDT. It is shown that from the view of
priority of increasing the effectiveness of identifying threats of EIEEU, it is obligatory
to exclude SDT that are not included in the allowable field. In the end, as a result of the
“training” of the threat recognition system and the corresponding algorithm, we obtain
the resulting subset capable of further training.

We suppose that the authentication process involves data obtained from authorized
subjects. In addition, SDT, service data about subscribers and regulatory rules are
involved in the process of analyzing data on possible threats in the EIEEU. The input of
the algorithm uses data obtained from IPT of EIEEU (for example, the initial infor-
mation from the subject). Next, SDT verify this information and generate the appro-
priate solution.

An example of the regulatory rules for possible threats analysis subsystem in users’
authentication in the electronic information educational environment of university is
below.

The following initial data are given: DS� is a variety of SDT ds � DSð Þ; ID� an
input information from the subject of EIEEU id � IDð Þ; SS� a variety of SDT’s signs
implementations or initial data of the subject; VE� results of verification over a period
of time t; SP� service parameters of IPT in EIEEU.

Fig. 2. Algorithm of generating sets involved in detecting threats for EIEEU.
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The following list of regulatory rules for EIEEU DBMS (authentication model of
subscriber) has been received:

VE ds IDð Þð Þ ¼
X

all SS idð Þ[ tv SSð Þð Þ ð3Þ

if VE ds IDð Þð Þ[ tvr & nc ¼ isNull then VE ¼ 1 & new ds IDð Þ ð4Þ

if VE ds IDð Þð Þ[ tvr & nc ¼¼ 0 then VE ¼ 0 & Stop ð5Þ

if VE ds IDð Þð Þ[ nc � tvr then ds nitð Þ � new DS ð6Þ

where tv� a threshold level of similarity of comparison of the signs implementation set
SSð Þ with the original data; tvr� a threshold level of the resulting SDT data with fixing
a warning about the threat for EIEEU; nc� the minimum required amount of reliable
evidence from other SDTs (it is mandatory for classifying the subject as a potential
danger); nit� the number of iterations in the loop.

The following types of elements that can be used in the proposed authentication
scheme were considered:

Group №1 includes sets involved in the detection process (for example, binary
matrices used as objects of learning of sets). Each set corresponds to a specific class of
implementations of observation objects signs [13–15]. The first group is responsible for
processing information provided by the subject in the EIEEU.

Group № 2 includes the basic objects (BO) of EIEEU. For each element of pro-
tected EIEEU (in some cases for the entire system), a set of internal BOs is formed. BO
data are intended to implement service functions. The BO of typical EIEEU can
include: information arrays, as well as an object that will contain, record and accu-
mulate data by its own characteristics of the protected object. Later this information
will be used as the basis for the synthesis of sets involved in the detection of threats.
The service configurations of the EIEEU protection systems should be included into the
second group. These configurations contain the data required to adjust the sets involved
in the detection of threats.

It is necessary to mention the control subsystem of EIEEU. This subsystem directly
implements the control over the process of authentication of subjects in the process of
keyboard recognition in the EIEEU based on USDT.

The proposed method allowed: (1) increasing the validity and reliability of veri-
fication results (this was achieved through additional checks during the use of USDT);
(2) increasing the information content of the SDT sets for specific cyber threats of
EIEEU (this was achieved by preserving the values of threats signs with a high degree
to minimize the feature space allocated under the SDT).

5 Simulation Experiment

Table 1 shows a fragment for a set of output data, obtained during the comparison of
computational experiments and experimental verification, of the proposed authentica-
tion scheme for the problem of analyzing the behavior of subject in EIEEU.
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Figure 3 shows the results of testing the proposed authentication scheme for the
problem of analyzing the behaviour of subject in the EIEEU. The dependencies for the
EIEEU password protection system module are shown in the graphs of Fig. 3. At the

Table 1. Fragment for a set of output data during experiments

rev � f � jTrj t, s Probability of detection of potentially dangerous subjects of EIEEU

Standard
authentication of
subject in EIEEU,
100%

Authentication of subject in EIEEU based on
USDT, 100%

a ¼ 0; 1 a ¼ 0; 9

a ¼ 0; 1 a ¼ 0; 9 Pm� probability that SDT data will be
mistakenly identified with data represented by
the subject. (the threshold of similarity of sets
was determined in advance)

0,7 0,98 0,7 0,98

n� a coefficient characterizing the ability to
apply test results based on a specific SDT to
several sub-types of threats
0,1 0,3 0,1 0,3 0,1 0,3 0,1 0,3

1 50 59,2 0,2 100 99,9 99,3 99,2 77,2 71 50,3 45,4
160 59,2 0,1 60,1 59,9 59,1 59,1 0,8 0,4 0,2 0,1

10 50 61,3 0,4 99,9 98,1 98,4 96 77,3 70,9 50,3 49,8
160 60,1 0,4 60, 2 59,1 60,2 59,7 0,6 0,3 0,3 0,1

−1KL authentication of subject in the process of keyboard recognition in EIEEU based on the 
application of USDT; −2KL protection by ordinary passwords for the subject; N – the number 
of transitions when the subject operates in EIEEU on the keyboard.

Fig. 3. Results of testing of proposed authentication scheme for the problem of analyzing the
behaviour of subject in EIEEU (on the example of a distance learning system of European
University (Ukraine)).
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same time, the speed of recognition of the subject in EIEEU from the number of
characters entered by the subject is analyzed. In the experiments, it was assumed that
the password length was 8 characters, and the number of possible attempts to enter a
password was 3. The number of sets involved in the detection was 250.

Thus, it was shown that even if an attacker found out the password, it is difficult for
him to fake the machine manner of an authorized subscriber, it is necessary to keep an
eye on the subscriber for a long time and then train in EIEEU. Consequently, the
proposed authentication scheme of subject in EIEEU based on USDT, is sufficiently
effective for the tasks of subscriber identification in the system.

6 Discussion

The advantages of the study include the fact that the proposed solutions, in particular,
the developed software modules for authentication, compared with the results of the
studies presented in [7–9, 16–19], showed a greater probability of detecting potentially
dangerous subjects in information systems and networks of enterprises, and a lower
probability that the SDT will be mistakenly identified with the data provided by the
network subscriber.

The software products created on the basis of the proposed solutions allowed one to
automate the control, maintenance and change of subscribers’ accounts of the networks
of two large universities in Ukraine. At the same time, a possibility to adjust the
subscriber access levels to information resources and automate user authentication in
the EIEEU was in the basis of the software product “Threat Analyzer” [14].

At the present stage of research, the definite drawback of the work is insufficient
approbation of the proposed solutions. The experiments have so far been carried out
only on the platforms of two universities: The National University of Life and Envi-
ronmental Sciences of Ukraine and European University.

The prospect of further research is determined by the possibilities of applying the
obtained results for the subsequent algorithmization of processes associated with the
analysis of EIEEU protection. It is also possible to programmatically automate the
processing of data on possible cyber threats in the process of applying the selective
algorithm for processing updated data sets from software and hardware for detecting
IPT and CrSB of an educational institution.

In this context, our work continues previous publications [14, 15].
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8 Conclusions

The following results have been obtained:
A method for analyzing data on possible cyber threats in electronic information

educational environment of universities and other large educational institutions, which
differs from the existing ones by the possibility of minimizing time costs in the process
of detection of new threats when authenticating subscribers to EIEEU was suggested;

A mathematical model of subscriber authentication in the electronic information
educational environment of universities was proposed. The model differs from the
existing ones by the possibility of using a selective algorithm in processing updated
data sets from software and hardware for detecting information protection systems and
the cybersecurity of an educational institution, which reduces the number of false
positives and false reports.
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Abstract. The paper examines the possibility and practical approach of com-
bining the higher education standards in Ukraine and the best international
practices in the training “Cybersecurity” specialists, since the process of trans-
formation and formation of the world information society will gain momentum.
The National Sustainable Development Strategy (see 3.1 “National Security and
Defense Reform” [1]) for the period up to 2020 gives opportunity for a com-
petitive global environment and the implementation of a number of innovations
at the national level. It is impossible to handle these issues without assurance of
having access to the modern infrastructure by all population sectors in order to
effectively use it in practice. Essentially, the approach proposed in the CDIO
standard, which creates conditions for active learning of technical students, is
applied. The approach has been tested at two higher educational institutions of
Ukraine (State University of Telecommunications and Borys Grinchenko Kyiv
University) and described through of the program of the course “Wireless and
Mobile Security.” The paper presents the results of master’s research.

Keywords: Cybersecurity � Information and communication systems �
Active learning � Professional competences � Learning outcomes �
Wireless security

1 Introduction

Since Ukraine was part of the Soviet Union, the technical high school was industrially
oriented. All students who graduated from a higher educational institution were dis-
tributed, as a rule, to industrial enterprises and design offices. Thus, changing industry
requirements effected curricula.

After the collapse of the Soviet Union, many industrial relations have been broken;
therefore, there was an imbalance in the training of specialists in many technical
specialties. For example, the level of specialists training in aviation technology in Kyiv
and Kharkiv exceeded by many times over the needs of the state for such specialists.

During the 90s, the decline in industrial production led to a glut of the labor market
with technical personnel, and as a result, the collapse of training, a decline in the
popularity of technical specialties as a whole, as well as the outflow of highly qualified
teaching staff to adjacent areas and abroad. As a result, over two decades, the practical
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component of education has been lost, the connection between practical industrial
productions has been lost, and the continuity of pedagogical and scientific personnel
has been broken.

To restore the links of higher technical schools with industrial enterprises, a tran-
sition from academic activities to real challenges of modern industrial production is
required. As one of the methods of convergence, we propose to use active learning.

The content of the paper is organized as follows. In Sect. 2 “Related Worksˮ
provides an analysis of the issues of safety training, methods of assessment and the
formation of training materials using active training. Section 3 “Active Learning in the
Cybersecurityˮ provides an overview of the rationale for the implementation of
practice-oriented learning approaches. Our approaches to the implementation and
development of cybersecurity training are given in Sect. 4 “Cybersecurity Master’s
Program.ˮ The current state of one of the master’s courses is given in Sect. 5 “Course
Implementation Example.ˮ Research results of the introduction of active learning and
the results of scientific work of students are given in Sects. 6 “Experimental Research
of the Program Implementationˮ and 7 “Experimental Research in Master’s Diplomas.”
The paper end with Sects. 8 “Gratitude” and 9 “Conclusions and Future Work.ˮ

2 Related Works

The widespread use of e-learning [2] and even m-learning courses [3] reduces the
amount of time when a student has the opportunity to work with real software and
hardware systems under the direct supervision of a teacher, share experiences in a
group of students, and realize the gaps in his areas of knowledge.

As the number and quality of attacks grows, approaches to ensuring information
security are also actively developing. For example, penetration testing [4] and forensic
[5] training courses outdated by more than 20% over the year due to their active
research. Therefore, it is necessary to involve undergraduates in scientific and practical
activities, and publish the results in the form of scientific articles, abstracts of con-
ferences and educational materials, as shown in [6]. In addition, at the same time,
students themselves can check and evaluate newly published teaching materials, find
errors and improve them [7].

In [8] it is proposed to rank students into three groups, but in this case, for each of
them it is required to develop separate tasks. The method of active learning allows
minimizing differences between students. Even backward students can get involved in
work at any stage of its implementation. Tracking student performance can be carried
out according to the methods presented in [9] but the role of examinations with active
learning decreases, which leads to a decrease in anxiety among students [10].

3 Active Learning in the Cybersecurity

Active learning implies a close relationship between the knowledge and skills acquired
and the requirements of employers. Figure 1 shows a looped diagram in which the
employer acts as the customer of the technical and personal requirements. Based on
these requirements, lists of hard and soft skills are formed, and they, in turn, form
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professional competences (PCs) and learning outcomes (LOs). Moreover, the courses
are based on PCs and LOs. Therefore, if the requirements of the employer change over
time, then the syllabus changes along the chain: requirements of the employer !
skills ! PCs and LOs ! syllabus.

For large technical universities, it is possible to create their own curricula for active
learning, for example, the “Technology-Enabled Active Learning” program at the
Massachusetts Institute of Technology [11]. But the majority of higher education
institutions join the initiatives of national agencies, for example, in the United States
there are standards K-4 and 9–12 “Science as Inquiry. Developing Student Abilities
and Under Standing” [12], or to international initiatives, for example, the CDIO Ini-
tiative [13] (anagram from “Conceiving, Designing, Implementing and Operating”).

4 Cybersecurity Master’s Program

This report presents the results of the implementation of the master’s practical program
on the security of wireless and mobile systems in two higher educational institutions of
State University of Telecommunications (2016–2018) and Borys Grinchenko Kyiv
University (2018–2019). This program was developed in the framework of the Tempus
project #544455-TEMPUS-1-2013-1-SE-TEMPUS-JPCR “Educating the Next Gen-
eration Experts in Cyber Security: the New EU-Recognized Master’s Program”
(ENGENSEC) [14], which is funded by the European Union, significantly improved
the quality of the student’s training of the second (master) educational level in 125
“Cybersecurity” specialty. During its development, recommendations of CDIO stan-
dards [13] were taken into account, as well as the practice of presenting courses on the
physical basics of information security and information security for graduate students.

The following courses were developed as part of the project: “Wireless and Mobile
Security,” “Network and Cloud Security,” “Web Security,” “Penetration Testing and
Ethical Hacking,” “Malware,” “Secure Software Development,” and “Digital Foren-
sic.” But among them there are no courses on cryptography, therefore the courses
“Construction and Analysis of Cryptosystems” and “Mathematical Methods of Cryp-
tography” were introduced into the program, and also for fixing the developed material
at industrial enterprises, scientific research and industrial (technological) internship are

Fig. 1. Master skills and curriculum formation scheme.
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provided. The relationship between the knowledge gained in the bachelor’s course and
the courses inside the master’s program is shown in Fig. 2.

Master’s work is based on one of the courses and does not require a comprehensive
final exam. Protection is carried out on the written master’s diploma. Approbation of
the results of work is carried out at scientific conferences. It is recommended to submit
publications to international conferences that are part of scientific abstract and citation
databases (SciVerse Scopus, Web of Science, etc.). The results of master’s studies
should be presented in one of the scientific journals approved by the Higher Attestation
Commission of Ukraine [15]. Since the process of reviewing and publishing materials
may take a lot of time, the choice of topic, source analysis, concept development,
research and publication of the results should be carried out as soon as possible, almost
from the first weeks of the start of studies in the magistracy. One and a half years of
study in the magistracy may not be enough for the full publication of the results of the
study.

5 Course Implementation Example

Consider the relationship between courses and PCs/LOs on the example of the course
“Wireless and Mobile Security.” For completeness, Fig. 3 shows not only the rela-
tionship between the master’s courses [16], but also the bachelor’s [17, 18]. In the
figure, the b and m indices denote bachelor and master PCs and LOs. Detailed decoding
of the indices is given in Tables 1 and 2.

Fig. 2. Block diagram of the master’s program in 125 “Cybersecurity” specialty.
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The laboratory workshop contains issues of creating a wireless access point,
installing penetration testing OS for embedded systems (PwnPi and Kali), building map
of wireless networks, monitoring of network traffic, hacking of Wi-Fi (WEP and WPS),
researching of radio frequency resources in 2.4–2.5 GHz range, DoS attacking, Wi-Fi
fuzzing, wireless networking, and RFID sniffing. All laboratory works use widely
available hardware (Raspberry Pi, GPS module, Pololu Wixel, Arduino Nano,
NodeMCU, TI CC2500, RDM6300, USB charger meter, OLED SSD1306, microSD
cards, adapters, power supplies, breadboards and cables). The price of one set of
equipment is €200–300.

Fig. 3. Continuity of competencies for the course “Wireless and Mobile Security.”

Table 1. Professional competencies of bachelor and master courses.

PCs Description

PCb1 Ability to apply the legislative and regulatory framework, as well as state and
international requirements, practices and standards for the purpose of carrying out
professional activities in the field of information and/or cybersecurity

PCb2 Ability to use information and communication technologies, modern methods and
models of information and/or cybersecurity

PCb5 Ability to provide protection in information and telecommunication (automated)
systems in order to implement the established information and/or cybersecurity
policy

PCb11 Ability to monitor the processes in information and telecommunication systems in
accordance with the established information and/or cybersecurity policy

PCm1 Ability to use modern information and security technologies in the field of
information security

PCm2 Ability to detect vulnerabilities and secure wired and wireless networks, investigate
incident information and/or cybersecurity and counteract malware

PCm4 Ability to secure network resources and cryptographic protection of information in
information and/or cybersecurity systems

PCm5 Ability to ensure the protection of information processed in information and
communication systems, the administration of such systems and their exploitation
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Table 2. Learning outcomes of bachelor and master courses.

LOs Description

LOb2 1. Carry out professional activity on the basis of knowledge of modern information and
communication technologies
2. Develop and analyze of information and communication system (ICS) projects based on
standardized technologies and data transfer protocols
3. Apply in the professional activity knowledge, skills and practice, on the structures of
modern computing systems, methods and means of information processing, architectures of
operating systems
4. Protect resources and processes in ICS based on security models (end-to-end automation,
flow management, Bell-LaPadula, Biba, Clark-Wilson, and others), as well as established
modes for the safe operation of ICS
5. Perform software analysis to assess compliance with established information and/or
cybersecurity requirements in ICS

LOb3 1. Provide processes for the protection of information and telecommunication systems by
installing and correct operation of software and hardware and software complexes of
protection means
2. Provide the operation of special software for data protection against destructive software
effects, destructive codes in information, information and telecommunication systems
3. Develop the operational documentation according to standards for integrated security
systems

LOb4 1. Solve the maintenance tasks (including review, testing, and accountability) of the access
control system in accordance with the principles, criteria of access and established security
policy in information and telecommunication systems
2. Implement measures to counteract the unauthorized access to information resources and
processes in information, information and telecommunication systems
3. Solve the problems of managing access to information resources and processes in
information and information-telecommunication systems based on models of access control
(mandate, discriminatory, role-playing)
4. Solve the tasks of centralized and decentralized administration of access to information
resources and processes in information, information and telecommunication systems
5. Ensure the accountability of the access control system for information resources and
processes in the ICS

LOb6 1. Solve tasks of managing processes ensuring business continuity using software backup
procedures and directly information resources
2. Solve tasks of correction of goals, strategies, and plans of ensuring the non-integrity of
business after cyber-attacks, crashes and failures of different classes
3. Create and implement plans for ensuring business continuity, including critical
infrastructure
4. Analyze the settings of the elements of information systems and communication
equipment

LOb7 1. Solve the problems of support and implementation of integrated information security
systems, as well as to counteract unauthorized access to resources and processes in
information and information and telecommunication systems
2. Assess the security level of information processed in the ICS using tools for assessing
potential vulnerabilities
3. Solve the problems of management of the complex information security system in
information, information and telecommunication
4. Solve the tasks of examination, testing of complex information security systems

(continued)
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Table 2. (continued)

LOs Description

LOb9 1. Ensure continuity of business processes of the organization based on the information
security management system, in accordance with domestic and international requirements
and standards
2. Ensure the functioning of the information and/or cybersecurity management system of the
organization on the basis of information risk management, the implementation of procedures
for their quantitative and qualitative assessment

LOb11 1. Provide monitoring processes for access to ICS resources and processes
2. Provide configuration and operation of monitoring systems of resources and processes in
ICS

LOb12 1. Implement and support intrusion detection systems and use protection complexes to
provide the necessary level of information security in information, information,
telecommunication and automated systems
2. Analyze the effectiveness of systems for detecting and counteracting unauthorized access
to resources and processes in ICS
3. Analyze and implement anti-malware security systems

LOm2 1. Be able to identify and formulate actual scientific problems, generate and integrate new
ideas and new knowledge in the field of information and/or cybersecurity protection
2. Be able to use specialized software packages, modern information and/or security
technologies in the field of information security
3. Know the vulnerability and methods of their application in various telecommunication
technologies
4. Know how to deal with these vulnerabilities, as well as specialized network equipment
used to secure corporate networks
5. Be able to design protected (including threats) wired telecommunication systems
6. Know the methods of organizing secure data transmission in an unprotected environment

LOm3 1. Know vulnerabilities and methods of their application in wireless and mobile networks
2. Be able to detect threats of penetration or access of malicious people to such networks
3. Know the specialized network equipment used to ensure the security of wireless and
mobile networks
4. Be able to design protected (including threats) wireless networks

LOm4 Know the methods and methods of developing and testing software for detecting and
eliminating activities that threaten system security (antiviruses, firewalls, sniffers, port
scanners)

LOm5 1. Be able to carry out semantic analysis of files
2. Be able to detect malignant software and files according to their structure and behavior
3. Be able to recover damaged information
4. Be able to model software vulnerabilities and use design patterns to protect software

LOm7 1. Know the methods and methods of testing network resources for security vulnerabilities
2. Be able to find ways to eliminate them

LOm9 1. Have practical skills for conducting safety audits of information and communication
systems, their administration and exploitation
2. Be able to design perspective cryptosystems and apply modern technologies of
cryptographic protection of information in information and/or cybersecurity systems
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In addition, the course has developed a training laboratory workshop “Wireless and
Mobile Security” in English [19] and Ukrainian languages [20]. The course was tested
at State University of Telecommunications and Borys Grinchenko Kyiv University.
Parts of the course was evaluated in Blekinge Institute of Technology (Sweden),
Wroclaw University of Science and Technology (Poland), Bonch-Bruevich Saint-
Petersburg State University of Telecommunications (Russian Federation), International
Coordination, Training and Research Center of the Federal Criminal Police Office
(Germany), Kharkiv National University of Radioelectronics, and Lviv Polytechnic
National University.

An active learning approach is implemented in this course. Thus, the topics of the
course are disclosed in the laboratory. Each lab contains a purpose that details the
practical task. Knowledge and skills of the student are formalized. Also included are
recommended hardware and software, safety instructions, a list of recommended lit-
erature and references. The student gets the opportunity to consolidate his theoretical
knowledge into practice, and a brief theoretical justification helps to quickly get up to
speed.

Such an approach in structuring educational information makes it easy to combine
theoretical and practical knowledge, forms design thinking for a student, and reduces
the time for performing laboratory work approximately one and a half times.

6 Experimental Research of the Program Implementation

To determine the effectiveness of introducing active learning into the educational
process, we used data on student assessments for the course “Wireless and Mobile
Security” for the period from 2016 to 2018. The number of students who studied before
the implementation of active training was 45 people, and after its introduction—57. An
alphabetic scale was used for averaging the results (see Table 3) instead of a 100-point
scale. Figure 4 shows the distribution of marks obtained by analyzing student success
reports.

Table 3. Grading scale.

Mark Number
of points

Mark Number
of points

A �90 D �69
B �82 E �60
C �75 F �35
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The distribution of marks has become uniform: the curve of distribution before the
introduction of active learning was subordinate to the Laplace distribution, and after
implementation, it began to approach the v2-distribution with 4 degrees of freedom.
The average score increased by 4 points (from 76.3 to 79.3).

Of course, students’ assessments do not fully reflect the success of the learning
material, but allow us to evaluate the qualitative characteristics of the processes.

The quality of the implementation of active learning has been verified through
external testing at Cisco Networking Academy. The most familiar material is the
experimental course “IoT Fundamentals: IoT Security” (version 1.0). The graduates
were given a week to get acquainted with the materials of the course and pass the exam
(passing score was 75, so students who successfully passed the exam, received
certificates).

7 Experimental Research in Master’s Diplomas

The quintessence of training in the master’s program is the writing of a scientific work
(in the form of a master’s degree, scientific articles and a speech at scientific confer-
ences). Below are six examples of master’s diplomas, which can be divided into three
categories: hardware, software and at the same time hardware and software.

1. Hardware implementation:

• Analysis of Integrity of Data Transmission in 2.4–2.5 GHz Wireless Commu-
nication Channels using the Hardware Spectrum Analyzer (production of
printed circuit boards for three spectrum analyzers shown in Fig. 5 and testing of
real devices) [21].

Fig. 4. Student success before (1) and after (2) implementation of active learning.
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• Investigating Wireless Botnets and Making Recommendations on Their Use for
Implementing Denial-of-Service Attacks (manufacturing of wireless bots shown
in Fig. 6 and conduct an experiment) [22].

2. Software implementation:

• Software Complex for Comparative Analysis of Integrity of Data Transmission
in 2.4–2.5 GHz Wireless Channels (development of protocols and unification of
work with modules, see Fig. 7) [23].

Fig. 6. Botnet system controller based on the NodeMCU 1.0 board (a) and its web interface (b).

Fig. 5. An example of a spectrum analyzer circuit board on the CC2500 module in graphic
editor (a), etched (b) and in the finished device (c).
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• Methodology of Counteraction to Social Engineering at Objects of Information
Activity (fishing page design and collecting statistics, see Fig. 8) [24].

3. Hardware and software implementation:

• Research on the Security of Low-Power Wireless Technologies (collection of
IEEE 802.15.4/802.16 data and analysis of received packages, see Fig. 9) [25,
26].

Fig. 7. Interfaces of a software analysis system: the main window (a) and settings (b).

Fig. 8. Experimental setup based on the Raspberry Pi 3 board.
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• Investigation of Ways and Recommendations on Safety of Monitoring Systems of
Wireless Ad Hoc Networks in Conditions of Third-Party Influence (spectrum
research and programming services, see Fig. 10) [27].

Fig. 9. Hardware emulator transmitter (a) and receiver (b) based on the Pololu Wixel board.

Fig. 10. General spectrum analysis subsystem.

Thus, each master’s diploma is supported by at least one scientific work.
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9 Conclusions and Future Work

Formation of the regulatory framework that would meet the current requirements of
world standards for ensuring the cybersecurity of the state and its harmonization with
international law. The authors of the publication are preparing to release the translation
of the current version of the CDIO standard [13], which can quickly improve the level
student’s preparation in cybersecurity. This, in turn, will assure the security of state
information resources and the reliability of the protection of critical infrastructure
objects, increase the competence of specialists in cybersecurity and information
security and organize international cooperation in the field of masters training.

For the first time, an integrated approach to the training of graduate students in
security is offered: the student is determined with the research topic in the first months
of the magistracy and all subsequent active training is aimed at obtaining scientific and
practical results.

According to the results of this international project and educational programs, it is
planned to create a project of a master’s standard (see [13] for the current national
bachelor’s program) for the training of specialists in the field of cybersecurity.
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Abstract. Taking into account the challenges and problems that are faced by
the modern educational process, it is considered to use modern intelligent sys-
tems and algorithms to improve the education and teaching levels in educational
institutions. The article describes an algorithm of actions on machine learning
using, determining the students success level and analyzing the obtained data.
This research can be efficiently used to find out and detect the modern educa-
tional problems, and individual and collective pupils sample features, implement
the classification process and regression analysis of the data set. Results
obtained from the algorithms usage, data analysis are described and demon-
strated. The main features, knowledge and insights obtaining methods from the
dataset are determined. The applied method is quite efficient and is capable of
assessing pupil’s performance metrics. Predicting student’s and pupil’s char-
acteristics will help to segment and divide them into different classes so that it
will allow pupils to develop communication, leadership, and self-management
skills while studying at school or university. The results show that performance
metrics assessment is an integral part of modern education process that is
slightly crucial for its improvement and pupil’s trends in education exploration.

Keywords: Machine learning � Intelligent systems � Data processing � EDA �
Education � Modern educational system � School educational process

1 Introduction

The modern educational system needs a new qualitative teaching and studying
arrangement model. For this, there is a need for an efficient information technology
implementation in the scientific and educational sphere. A large number of data have a
significant impact on the various processes formation in many areas of society.
However, in order to benefit from their usage, a need to create a specific automation
data processing model is crucial. Machine learning is able to solve a plenty of edu-
cational process tasks at once, in particular: pupils/students clustering; their classifi-
cation, based on certain features and on certain groups; success and its factors
prediction; improvement of the educational process level; finding an specific approach
to each individual of educational institutions, etc. This article discusses the machine
learning usage to predict and model the success level on the basis of a sample of pupils,
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school graduates, finding factors that promote a certain pupil successfulness level, and
regularity identification between student groups. The purpose of the study is to
determine the performance metrics, using methods of mathematical modeling, machine
learning, automate student’s classification process, optimize educational and academic
activities in schools and institutions of higher education, and find those factors that are
most clearly shown in entrants. The methods described above were used in the fol-
lowing educational and research processes: the intellectual analysis of student sample
data, exploration of hidden student individual characteristics, and optimization of
various processes in higher education. This study will improve the approach of teachers
to students, accomplish communication between them, enable various skills develop-
ment in youth by identifying their interests, and contribute to improving the education
level. The applied methods will help to accomplish the activity of the teachers, psy-
chologists and others responsible for the educational process. The research methods
will help to take new information about each student, taking into account pupil’s
personal characteristics. The educational sector will benefit from this, as it optimizes a
plenty of processes at school or university, will enable more active skills development,
provide young generation formation.

2 Related Work Analysis

AI (artificial intelligence) algorithms implementation is becoming widespread today.
Their functions, namely machine learning and processes, can be integrated into the
educational and teaching processes, its detailed forecasting and improvement. In 1959,
Samuel [1] gave a clear definition of this phenomenon. Machine learning (ML) is a field
of artificial intelligence that uses statistical techniques to give computer systems the
ability to “learn” (e.g., progressively improve performance on a specific task) from data,
without being explicitly programmed. For its implementation in the educational field
both machine learning with a teacher (Supervised Learning) and without it (unsuper-
vised learning) can be used. It can be well-used to process a large number of various data
types - Big Data [2–4]. Accordingly, the result’s quality is predetermined by the amount
of data. Zhuang, Gan [5] proposed their machine learning usage method in the educa-
tional process in order to get a probability of student’s enrollment at a high school. They
used the logistic regression algorithm, adapting it to their developed model for assessing
student admission at new educational institutions. The study of du Boulay [6] describes
the further artificial intelligence techniques usage and improvement as means of helping
students to gain new knowledge and certain skills. The teacher’s activity and artificial
intelligence systems meta-analysis, their comparison and probable efficiency during
educational tasks execution and working with students are considered. The process will
be implemented through data processing using artificial neural networks and algorithms.
Narayanan, Kommuri, Subramanian, Bijlani suggested a methodology for testing
questions formulation, analyzing the student efficiency metrics. They handled about
2,000 university student’s score data, which allowed them to gain new knowledge and
information about students. That method allowed an assessment question calibration for
its further usage in educational process improvement. Kumar, Handa [7, 8] suggested
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methods for determining student’s success using Data Mining techniques, reviewing the
most important data analysis method references.

Research Hypothesis

Hypothesis 1: pupil’s intereses influence on their performance metrics, determine
successfulness level and make them better at studying. Exploratory data analysis
methods were used in order to confirm or reject the hypothesis.
Hypothesis 2: machine learning models can classify pupils into 2 classes (successful,
unsuccessful) using the following characteristics: gender, English level, intereses,
productivity, average score, and desire to study abroad. Such algorithms were used:
Decision tree, logistic regression, support vector machine, naive Bayes.

3 Main Part of Research

The article reveals factors that facilitate a particular student success, finds out hidden
patterns between data of successful and unsuccessful students. The equation for
determining the Ukrainian pupil success is proposed. Classification and application of
machine learning algorithms on this sample allowed us to form the school graduate
preferences and inclinations. Machine learning has become widely-used recently and
that is why pupil and student classification and clusterization methods should be used.
The issue of the university entrant regularities and success factors was quite mutable, as
during the last decades, with the education change, teaching methods and a teaching
process itselves, the young generation, especially adolescents, have changed markedly.
The study/research goals and objectives are to propose an equation for determining the
student achievement level; apply machine learning algorithms for classification process
automation; find patterns in the dataset. The research will make it easier to find an
approach to each pupil, to wit, a data aggregate will help to identify the main Ukrainian
school development aspects improve the learning process; assist students in self-
determination, using machine learning algorithms.

This problem solution helps to form a conscious young generation, make it easier to
them to determine their goals. The data processing methods can accomplish the edu-
cational and teaching levels, which is most important in the Ukrainian and international
education development context. Mathematical and statistical methods were used during
the research process: online sociological survey; checking data for normal distribution
(Gauss’s law); machine learning algorithms (k-nn, decision tree, logistic regression,
Naïve Bayes for classification). This research can be used globally, not only for
Ukrainian educational institutions, but also abroad, as the young generation and ado-
lescent trends are in some kind similar due to the globalization process. It will answer
the question: which factor support particular student success [9]; allow determining
how successful a student can be in advance by applying the algorithm on the available
data. For Higher Education Institutions [10–13] and schools [14], this allows finding an
approach to each student or pupil and understanding what favors his studying level. It
will be able to improve the teaching and learning process by data processing, namely
Big Data [15], using machine learning [16, 17] and intelligent data analysis methods
[18–21]. If a large amount of data about each student is collected and it is processed in
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the right way, we can get new knowledge and information about the learning process
and forming an informational image of a higher education institution [22–25], the
education needs and ways of how to improve it. It helps to increase the success level of
certain student and/or entrant groups as well, which will form a conscious young
generation that can influence on a variety of social processes. The research was carried
out using methods of pupil group achievement statistical and mathematical modeling.
The data was collected through an online sociological survey, and an expert evaluation
was used as well, which contributed to the increase in the number of informationally
important dataset features. For this purpose, the R programming language was used.
Some packages (tidyverse, caret) were used to promote the pupils classification, taking
into account most of the available characteristics. The algorithm of actions is shown on
Fig. 1. The algorithms purpose is to gradually highlight the main steps to achieve the
research aim, allow understanding the machine learning algorithms application process,
their order to determine the most important features of the dataset.

The algorithm of actions beginning is data collection process through an online
sociological survey of 10–11 grade students who answered on about 20 questions.
Their replies will give the main dataset characteristics.

Data processing was done using R programming language. It allows processing a
large amount of information quite quickly, and to carry out qualitative visualization.
The equation below is implemented and classification of the sample is carried out
according to the results of equation application. In a certain field of the dataset, students

BEGIN

1. DATA COLLECTING

2. PUPIL SUCCESSFULNESS
MODEL DEVELOPMENT

AND APPLICATION

3. PUPIL’S DIVISION INTO
TWO CLASSES / 
CLASSIFICATION

4. EXPLORATORY DATA
ANALYSIS

5. DATA PARTING.

6. APPLICATION OF
MACHINE LEARNING

ALGORITHMS.

7. DEFINING THE MOST
ACCURATE ALGORITHM

8. MODEL AND
ACCURACY IMPROVING.

END

Carrying out an online 
survey that allowed to 

get answers from 
sample.

Finding pupil's 
successfulness level 
in a range from 0 to 1 

when calculating 
accordant metrics

The division of pupils 
into 2 classes, 1 is 

successful, 0 is 
unsuccessful

Finding 
correlationships 

between data. 
Performing data 

wrangling and 
processing

Ways of algorithm 
prediction accuracy 
improvement and 
error reduction. 

Confusion matrix 
allows us visually to 
determine the 
algorithm's accuracy

Algorithms that were 
used: K-nn, Decision 
tree, Random forest, 
Support vector 
machine etc.

80% is a training 
dataset ,20% is a test 
dataset.

Fig. 1. Block of the algorithm deployment/implementation for the research purpose.
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with a high success level (P (Successfulness) >= 0.7) were marked as 1 and, accord-
ingly, with a low level (P (Successfulness) < 07) as 0 (Fig. 2). The pupil classification
on successful (1) and unsuccessful (0) was done.

EDA (Exploratory data analysis) has been conducted, in order to acquire new
knowledge, improve data understanding. This step helps us draw conclusions by
identifying correlations in the dataset, defining specific features, finding out the most
important characteristics. This, in turn, allows us to create a machine learning model
that will provide high prediction accuracy.

Data was randomly divided into training (80%) and test set (20%). The algorithm’s
accuracy depends on the input data amount. The higher the training set, the more
accurate the result may be. Machine learning algorithms have been applied and the
most accurate of them is determined. The main purpose is pupils’ classification, which
is why algorithms are used for this process. The most common are decision tree,
logistic regression, k-nn, SVM (Support vector machine), random forest algorithms.
This is not a complete list of all existing classification algorithms.

Defining the algorithm results is an important component of the research, which
will further improve the entire system. Confusion matrix will detect an error in the
classification process, find problems algorithms have encountered. As a result of
confusion matrix, the most accurate algorithm will be defined.

Further system improvement is a key aspect of classification process development,
its re-application/ reusage on new large amount of data. Model improvement can take
place in the following ways: equation and algorithm model improvement for deter-
mining the pupil’s/ student’s success; definition of the most important features and
characteristics of the dataset; increasing the amount of information, data.

Based on the research of Chiara, Johnes, Agasisti [26], which has described the
process of finding the likely student’s score on examinations, using machine learning,
an equation for calculating the student’s success has been developed. It has been
modified and customized for the existent sample. The equation below, which is based
on existing metrics, has been used to determine pupils success level at studying.

P Successfulnessð Þ ¼ A�1nþ ci
ri

� �
� cmax � k1

� �
þ k2 þ ei � k3 þ hi þ#i � k4 ð1Þ

where A is pupil’s age; ci is average pupil’s score [1:12]; ri is pupil’s productivity level
(expert evaluation) [1:10]; cmax is maximum average score of the sample [1:12]; ei is
English level [1:9]; hi is possession of another foreign language (if yes, the hi = 0.01, if
no, then hi = 0); #i is the number of additional lessons (in hours); n is value that
corresponds for the age significance coefficient and is determined by the equation
below:

n ¼ ln Amaxð Þ � Ai ð2Þ

where Amax is maximum pupil’s age of the sample; k1 is a coefficient for establishing
the correlation between the maximum possible values Amax:cmax as 1:1, is equal to 0.1;
k2 is a coefficient for calculating the average score and productivity ratio, is calculated
by the equation given below:
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k2 ¼ ci � k5 ð3Þ

where k5 is equal to 0.05; k3 is a coefficient for calculating the English level, and is
equal to 0.01; k4 is a coefficient, concerning the number of additional lesson hours,
which is equal to 0.015.

4 Results and Discussion

The equation allows us to find values in the range from 0 to 1 inclusive ([1: 1]). If P
(Successfulness) > 1, then it is rounded to 1. Before using machine learning algorithms,
a pre data analysis has been conducted. According to its results, the most important
features have been determined.

The histogram with P (Successfulness) value is shown on Fig. 2. This model is, to
some extent, subject to Gauss’s law. The red line depicts the arithmetic mean of this
sample, it is 0.69. From this we can state the hypothesis that if P (Successfulness) >=
0.7, then the pupil is assigned a feature - successful (1), if not, then - less successful or
unsuccessful (0). The histogram shows that the highest percentage of pupils(*10%)
have a success rate probability within [0.60; 0.69].

Most of the sample is female gender (65.3%), while the minority is male (34.7%).
Figure 3 shows a definite studying direction for entrants by gender.

As we can see, women prefer non-technical (25%), humanitarian (8%) and natural
science (12%) areas, whereas male gender prefer technical (16%). Obviously, this is
due to the male predisposition to exact sciences such as mathematics, physics, etc.

A correlation between productivity and average score has been found during EDA.
Females evaluate their productivity higher than males. Women have higher average
score as well. However, men, who have quite high average score, nonetheless, estimate
their productivity a bit lower, than women.

Fig. 2. Histogram P (Successfulness) value distribution among the entrants/pupils sample.
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Correlationship matrix of data features among themselves has been used (Fig. 5) to
find out what factors are most conducive to certain indicators of pupil’s success. The
value of probable successfulness (Prob.) is most influenced by the English level
(English_level). The value of this factor is 0.36, which is the highest value across the
ma trix. English level and additional lessons (Additional_lessons) factors have influ-
ence on productivity (Productivity) as well.

We have filtered out the field “Studying abroad” in order to receive from the sample
only those who wish to continue studying abroad, and have found their English level.
The next step was to convert the resulting numerical data into a percentage format and
change the order of English levels from Beginner to C1 (Advanced). It should be noted
that no student from the dataset has had a C2 level. On Fig. 4 it is shown that C1
(Advanced) entrants are the most likely to continue studying abroad, while those with
Level A1 (Elementary), A2 (Pre-intermediate), B2 (Upper-intermediate) want to study
in Ukraine. The Beginner level answers were rather extreme, because with the

Fig. 3. Distribution diagram of the desired study direction.

Fig. 4. Productivity and average score correlationship chart divided by gender (male/female).
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minimum knowledge of foreign languages it is difficult to study outside the country.
The average is B1 (Intermediate), because only 18.5% are ready to continue studying
abroad (Fig. 6).

It turned out that this year’s school and gymnasium students/pupils are more likely
to choose history as one of desired subjects, while in lyceums – mathematics (Fig. 7).

This is explained by the fact that Ukrainian lyceums have a focus on mathematics
and physics, and most Ukrainian lyceums are included in the list of the best secondary
education institutions, while schools and gymnasiums can be profiled (free choice of
certain subjects/the school’s management determines which subject is profile).

The necessary stage of the research was the application of machine learning
algorithms. We used classification algorithms to get the Successfulness column value,
which consists of two levels: 1 (successful) and 0 (less successful or unsuccessful).

The code for cross-validation processes, model training based on the k-nn algo-
rithm, and forecast is below. Sentences starting with “#” are comments.

Fig. 5. Data correlationship matrix.

Fig. 6. The diagram of the pupil distribution by English level and desire to study abroad.
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### Cross validation. 

trControl <- trainControl(method='repeatedcv', 

                          number=15, 

                          repeats = 3) 

### Model training. 

set.seed(222)

fit <- train(formula, data=training, method='knn', 
tuneLength=20, trControl = trControl, 

             preProc = c("center", "scale"))

### The model’s output. 

fit
### Making predictions 

pred_train <- predict(fit, training) 

pred_train 

### Showing the results. The accuracy is 0.9518 (95%) on the 

training dataset. 

confusionMatrix(pred_train, training$successfulness) 

In the "Model training" section, we specified the formula ac-

cording to the following scheme: 

Output ~ Input
1
 + Input

2
 + Input

3 
… + Input

n
 

Fig. 7. Percentage advantage diagram of a certain subject.
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Output is a feature of which class we want to define, while Inputs are those
parameters on which the model will train and make predictions. The most accurate was
the K-nn algorithm. It works in the following way: a certain element acquires the value
that is most distributed on the graphic X, Y, among the nearest k-neighboring elements.
During the research, a training dataset cross-validation with 15 numbers and 3 repe-
titions (45 iterations) has been conducted as well, and it is determined that we obtain
the best forecast for classification from 21 k numbers of the nearest neighbors. The
advantage of the algorithm is that it works well on numerical data, which turned out to
be quite a lot to provide high-quality algorithm process. The forecast accuracy for the
training sample is 95%, on the test sample −82%, which is a great result.

5 Conclusions

This research can be used to improve the learning and educational processes, to find the
individual pupil and student characteristics. The machine learning algorithms will help
to determine the successfulness level, interests of students, their foreign language
proficiency level, and many others. The input data amount increasing, algorithm model
formula and classification process improving are proposed for model and accuracy
improving. Prediction accuracy can be improved with accomplishing the P (Success-
fulness) value equation, adding new features and factors to the dataset. Regression
analysis, apart from classification, can be used for predicting discrete values, which will
lead to data insights and new knowledge about the sample. Most of the pupil’s (more
than 60%) have foreign language proficiency (English) less than B2 (Upper-
intermediate) but that has not a great influence on the performance metrics. The
Hypothesis 1 is rejected; interests have no impact on student’s performance. The
Hypothesis 2 is confirmed using machine learning models; the described input factors
give high accuracy (above 85%). The main successfulness pupil features were defined,
the most significant factors, which facilitate to certain processes, were analyzed. The
research will help to improve the educational process and pupil’s successfulness level.
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Abstract. There has been made an attempt to build a formalized model of
learning environment that would take into account endogenous and exogenous
parameters of the e-learning process and foresaw the prognostication of its
effectiveness. The conceptual model was formalized on the basis of statistic
information about the learning procedure of 15 academic groups. As the for-
malization methods there have been chosen the method of self-organized
Kohonen maps, Artificial Neural Network modeling and Group Method of Data
Handling.
In the result of clustering with the help of Kohonen maps method there has

been found a cluster that encloses academic groups with high performance rate
and average number of students – 7. Artificial Neural Network model has
proven that performance of students depends greatly on the group size. But,
unlike the Kohonen maps, a recommended minimal group size is 10 students.
Artificial neural network model and Group Method of Data Handling, though,
show a somewhat different result within the scope of the learning course
(European Credit Transfer and Accumulation System credits). There has also
been discovered that the restriction of the applied methods is the impossibility to
estimate the information overload.

Keywords: Cooperative distance learning � Data Mining � Group size �
Students’ progress � Model of the learning environment

1 Introduction

Learning environment is complex in its content, has active elements, needs organizing
and technical supply. Consequences of organizing such environment are long-termed,
and cover more than 5 years, and more often even 10 years. That is why formation the
educational systems of different levels demands working out adequate models with the
possibility to forecast the consequences of the leading parameters influence.

Moreover, modern means of collecting information allow accumulating Big Data,
which need to be analyzed and taken into account in the mentioned models of the
learning environment. Besides that, implementing network information support of the
learning process, not speaking about the system of distance learning, gives a chance to
save and monitor a lot of parameters peculiar to different participants of the learning
process.

© Springer Nature Switzerland AG 2020
Z. Hu et al. (Eds.): ICCSEEA 2019, AISC 938, pp. 637–647, 2020.
https://doi.org/10.1007/978-3-030-16621-2_59

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_59&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_59&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16621-2_59&amp;domain=pdf
https://doi.org/10.1007/978-3-030-16621-2_59


www.manaraa.com

Learning is a system phenomenon, the structure of which has a number of principal
elements. Thus, modern learning technologies foresee the interaction between the
participants. It is considered that the group interaction reveals the participants’ synergy
and improves the performance. Though, the peculiarities of such interaction conditions
of appearing and management remain open. The mentioned question was put into the
basis of the present research.

The number of students in an academic group is the most attractive parameter when
considering the dynamic management of the learning environment effectiveness.
Though today, there are few adequate models able to show the dependency of the
performance criteria on the number of students in a group. Building the model is
complicated due to the big number of statistic research methods of the learning
environment Big Data that make the choice of the most adequate method, which can be
put into practice, rather difficult. The above mentioned stipulates for the necessity of
learning information statistic analysis with the help of different methods in order to find
the optimal number of students in a group, for it to have the highest performance rate.

2 Related Work

After the e-learning had appeared in scientific circles, there were started the discussions
as to its effectiveness, advantages and disadvantages and peculiarities of its
implementation.

Other advantages of distance learning are believed, according to T. Bender, to be
the potential of online interaction, the possibility of learning on the Internet, supporting
different learning styles and methods [1].

Cooperative learning differs from collaborative one, and as M. Neo states, in the
process of such learning students should play and take an active part in the learning
process, unlike the methods when students are passive and the teacher is the only
authority in class and the only knowledge distributor [2]. More than that, such
knowledge distribution leads to that the opportunity to work cooperatively is minimal
as students focus on completing ascribed tasks by themselves [3].

In online environment, every student gets broad possibilities to critique, link,
reformulate, and combine ideas [4]. Group interaction in e-learning becomes very
significant. Many scientists concretize in different ways the advantages of cooperative
and collaborative learning [5]. For example, they single out the importance of realizing
the common aim when working in a group [6]. Undoubtedly, a common core of the
mentioned features of the group interaction efficiency is an open discussion in online
environment that should take place in all defined types of inner interaction of the
cooperative learning participants [7]. An important fact is admitting the thing that
participation measured by interaction has positive influence on learning achievement
and gradation [8].

In the theories of cooperative learning the most dynamic and the easiest to control
parameter is the number of people in a training group. The optimal number of members
in a group may influence the results and the procedure of cooperative e-learning.
Though, the size of the training group has been the object of discourse for the last
decades.
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Speaking about a large-sized group, we consider the problems of information
overload of e-learning participants [9]. More specific, but not unanimous are the fol-
lowing suggestions as to the group size:

- 5 members - Abuseileek [10];
- 12 - Tomei [11];
- 13–15 - Qiu [12];
- from 8 to 30 - Rovai [13];
- 15–20 - Khan [14];
- 20 - Roberts and Hopewell [15];
- 25–30 - Arbaugh and Benbunan-Finch [16];
- to 30 - Aragon [17].
etc.

The main point in such suggestions is finding the maximum limit number of partici-
pants. A big amount of the participants will lead to the formation of more messages that
will overload the discussion with reading materials. So, there is obvious a tendency to
support the minimization of the group size. Nye and others substantiated experimen-
tally for the school education that the point estimates of the small-class advantage were
larger for lower achieving students in reading, the small-class advantage in mathe-
matics was actually larger for higher achieving students [18]. Finn and Achilles [19]
support the effectiveness of small groups only, if the task is to improve reading skills of
the pupils. M. Qiu proves experimentally the effectiveness of dividing big online
audiences into small discussion groups [12]: “In larger classes, participants were more
likely to experience information overload and students were more selective in the notes
that they read. A significant positive correlation was found between class size and total
notes written. Students’ note size and grade-level score were negatively correlated with
class size.”.

That is why, today organization of effective cooperative learning meets the problem
of uncertainty as to the number of students in a training group. There exists the
necessity to build a formalized model that would take into account endogenous and
exogenous parameters of e-learning process and prognosticate its effectiveness
assessment.

3 Methods and the Model

Modeling and learning environment prognostication tasks are solved with the help of
application different approaches, in particular, regressive analysis and Data Mining
[20], k-means algorithm [21] etc. Undoubtedly, the quality of the model will be defined
by the corresponding statistic selection and results validation methods. But it is also
believed, that in small-sized groups it is difficult to find the dependency between the
number of students and their performance [18]. The main reason of the mentioned may
be the lack of the corresponding statistic selection as well as the fact of influencing the
progress by other factors. To overcome the stated disadvantage and get the accurate
result we need a multiparametric model (1), that would take into account the main
factors of the performance:
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Yða; bÞ ¼ Fðx1; x2; x3; x4; x5Þ ð1Þ

where a – is the index of material mastering (% of the read learning material and
colleagues’ notes), b – performance index (high quality performance %) of mastering
the course by the students, x1 – number of students in a group, x2 – number of
European Credit Transfer and Accumulation System (ECTS) credits according to the
curriculum, x3 – number of discussions started by the tutor according to the curriculum,
x4 – the size of learning material including the tutor’s and students’ posts (text is
measured in kilobytes), x5 – averaged indices of students performance for the previous
courses (high quality performance %).

As the object of investigation there was chosen the procedure of the learning course
«N» in Chernivtsi Institute of Trade and Economics of KNUTE (CHITE KNUTE). The
course is being taught for students in Year 3 and upper using full-time and distance
forms of learning. When working in class, students listen to the tutor and get the task
for independent work. The latter, as well as the additional theoretical material mas-
tering is done in the environment Moodle on CHITE KNUTE (http://www.dist.chtei-
knteu.cv.ua:8080/) website, where students form discussion groups and make notes.
Moodle is a free and open-source learning management system (LMS) written in PHP
and distributed under the GNU General Public License. Developed on pedagogical
principles, Moodle is used for blended learning, distance education, flipped classroom
and other e-learning projects in schools, universities, workplaces and other sectors
[22–24].

On the basis of Moodle CHITE KNUTE system selection on the period 2005–2018
there was made the output table (Table 1). To the selection there were chosen the
groups with the number of students 14–18, number of credits for the course from 1,5 to
4,5. The selection was formed on the basis of 15 training groups and total number of
students 171. An important parameter was the number of discussions planned by the
tutor from 10 to 30 in the case of different groups. The selection was made on the basis
of all notes taken by the tutor and students in the system Moodle. These notes were
measured in kilobytes with the help of transporting into txt format. As, the final
performance is not statistically reliable, there were chosen average indices of students’
high performance rate of the group for the whole period of their learning. The per-
centage selection of the notes read by the students in a group was taken separately. It
should be mentioned that the system Moodle is unable to estimate full and thoughtful
reading of the posts made by students and the tutor. So, as an estimation point there
was taken the fact of opening a post by a student in the group. And, finally, the column
“Group number” was informational.

With the aim of interactive distance learning environment modeling there was used
the Data Mining technology. The information from Table 1 corresponds to the mul-
tidimensional object of investigation – a training group. The above mentioned gave the
opportunity to search for groups with similar features.

In particular, there was built the Kohonen map [25] for revealing the group clusters
with high and low performance. Besides that, there was also built Artificial neural
network (ANN) model of interactive distance learning environment.
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The potential of using ANN modeling of complex processes and systems is
acknowledged by numerous successful objects under investigation in medicine, biol-
ogy, sociology, economics, etc. The basis of the success was the connectionist archi-
tecture of ANN and its universal approximation ability that emerges from the
interactions among its neurons. Taken separately, a single neuron has no real abilities;
it is capable only of performing extremely simple operations such as addition and
multiplication [26].

As the applied environment for Data Mining, there was chosen the academic
version of the program Deductor Studio Lite 5.1 released by Base Group Labs. Taking
into account the fact that today there are no generally accepted methods of neural
networks architecture formation, the given process is to great extent subjective and
dependent on the skills of a researcher as well as on the given task conditions. So, in
the process of architecture selection, there were tested more than 15 types with different
number of hidden layers and neurons to reach the acceptable exactness of the analysis.
The final architecture of the built neural network consists of 5 inputs, 2 hidden layers,
that have 5 and 2 neurons accordingly and 2 outputs. The limit number of hidden
elements is agreed with the investigation approach [27].

Table 1. Data set of interactive distance learning environment

Group number x1 x2 x3 x4 x5 a b

001 4 1,5 10 982 60 100 65
002 5 1,5 10 1090 62 96 63
003 7 1,5 10 1254 58 98 60
004 7 3 15 1540 52 92 51
005 8 1,5 15 1321 54 90 55
006 9 4,5 30 2010 60 91 60
007 10 3 12 1420 61 89 63
008 13 3 17 1680 55 90 56
009 13 1,5 11 1700 56 88 60
010 14 4,5 25 2450 71 84 68
011 15 3 15 2100 53 81 55
012 15 3 14 1980 55 79 56
013 15 3 16 2050 62 79 61
014 18 1,5 9 2060 64 86 60
015 18 3 13 2350 58 78 59

Where a – is the index of material mastering (% of the read learning material
and colleagues’ notes), b – performance index (high quality performance %)
of mastering the course by the students, x1 – number of students in a group,
x2 – number of ECTS credits according to the curriculum, x3 – number of
discussions started by the tutor according to the curriculum, x4 – the size of
learning material including the tutor’s and students’ posts (text is measured
in kilobytes), x5 – averaged indices of students performance for the previous
courses (high quality performance %).
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The entries were divided into learning and test sets in the proportion 70 and 30%
accordingly. We used sigmoid as an activation function of neurons. As the learning
algorithm there was used the method of back propagation [28]. The learning error for
the whole data set was 0,5–15%. In the learning process we have identified 100% of
test and learning selection that is the evidence of the satisfactory chosen neural network
and confirms the adequacy of the model.

To assess the adequacy of the ANN model there was used Group Method of Data
Handling (GMDH) when solving the functional (1). The GMDH was first developed by
Ivakhnenko [29] as a multivariate analysis method for complex systems modeling and
identification. The main idea of the GMDH is to build an analytical function in a feed
forward network based on a quadratic node transfer function whose coefficients are
obtained using the regression technique [30]. As the applied environment of GMDH
realization we have chosen the program GMDH Shell DS.

4 Results Analysis

As it was already stated, clustering of training groups was held with the help of
Kohonen maps method. Clustering parameters: number of epochs through which the
lines are mixed - 20; method of initial map parameterization – of own vectors;
neighboring function is realized step by step; the initial learning radius is 4; the final
learning result – 0,1.

The clusterization result is shown in Table 2. With the aim of adequate estimation
of performance increase, as its parameter, there was chosen the difference between the
current performance of students for the group mastering course “N” and average
quality performance of the same group for the previous periods of learning (b-x5).

So there are got 4 cluster groups: the first one with high performance indices and
average number of students about 7 people; the second one with worse performance
indices and average number of students – 16; the third one with worse performance and
average number of students - 10; the fourth one with the worst performance and 12
students in an averaged group.

The next result was gained in the process of scenario use of the learned ANN model
(Fig. 1).

As scenarios, average indices of parameters x3 (14,8 units), x4 (1732,5 kilobytes),
x5 (58,7%) were put to dependency (1). According to ANN model the excess of
performance indices higher from average ones (b-x5) depends greatly on the group size.
So, in the case of groups with less than 10 members, we see low performance. Except
this, when a learning course has 3 credits ECTS, the performance indices are lower for
groups with less than 14 members and more than 17.
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To substantiate the adequacy of the ANN model, functional (1) was solved with
GMDH. In the process of solving, there were input the following parameters: the
observations were mixed – odd and even; the relations of learning/check was 60 to
40%; maximum number of neuron layers was 5; the initial width of the layer is 500.
The result of using GMDH was dependency (2).
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Fig. 1. Performance dependency on the number of students according to ANN model

Table 2. Training groups clusterization

Group number x1 a b Cluster number b-x5

001 4 100 65 0 5
002 5 96 63 0 1
003 7 98 60 0 2
005 8 90 55 0 1
009 13 88 60 0 4
011 15 81 55 1 2
012 15 79 56 1 1
013 15 79 61 1 -1
014 18 86 60 1 -4
015 18 78 59 1 1
004 7 92 51 2 -1
007 10 89 63 2 2
008 13 90 56 2 1
006 9 91 60 3 0
010 14 84 68 3 -3
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b ¼ 0; 028þð1; 39� ð2; 19485� x21 � 0; 008Þ � 1; 685þ
ð�0; 053� x2 � ð0; 201þð7; 043� x4 � x5 � 0; 00009þ x24 � 7; 039e� 07Þ � 1; 82012�
x21 � 0; 0079Þ2 � 0; 6Þ � 0; 65þð0; 201þð7; 043� x4 � x5 � 0; 00009þ
x24 � 7; 04e� 07Þ � 1; 82� ð2; 19�
x21 � 0; 008Þ2 � 0; 6Þ � 2; 518Þ � 1; 606Þ � 1; 065� ð�0; 085þð�0; 54�
x3 � ð0; 52þ x1 � ð7; 043� x4 � x5 � 8; 49e� 05þ x24 � 7; 04e� 07Þ � 0; 088Þ � 0; 26þ
ð0; 52þ x1 � ð7; 04� x4 � x5 � 8; 48e� 05þ x24 � 7; 04e� 07Þ � 0; 09Þ � 4; 87Þ � 04þ
ð0; 16þð0; 21� x2ð7; 04� x4 � x5 � 8; 48e� 05þ x24 � 7; 04e� 07Þ � 0; 565þ
ð7; 04� x4 � x5 � 8; 49e� 05þ x24 � 7; 04e� 07Þ � 2; 08Þ � 2; 2�
ð�0; 03þ x5 � ð7; 04� x4 � x5 � 8; 49e� 05þ
x24 � 7; 04e� 07Þ � 0; 02Þ2 � 0; 576Þ � 0; 65Þ2 � 0; 03

ð2Þ

The coefficient of model (R2) determination functional (2) is equal to 0,8 that
confirms its moderate credibility. Substituting the conditions of the above described
scenarios in (2) there will be obvious the performance dependency on the number of
students in a group (Fig. 2).

As it is seen from Fig. 2, GMDH confirms the performance increase in the case of
the number of students in a group – more than 10–11. Though, GMDH shows a
somewhat different result within the scope of the learning course ECTS credits number.
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Fig. 2. Performance dependency on the number of students according to GMDH
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So, with the increase in the course volume for better performance, bigger groups should
be formed: 1,5 credits – 11–12 students, 3 credits – 12 and 4,5 credits – 15 students.

All three methods of statistic investigation confirm the possibility to find the per-
formance rate dependency on the number of students in a group and other accuracy
criteria. But from the practical point of view, the obtained results reveal some
restrictions as to the used analysis methods, in particular, the impossibility to estimate
the information overload that is proven by the results on Figs. 1 and 2.

5 Conclusions, Limitations and Future Work

There was made an attempt to build a learning environment formalized model that
would take into account endogenous and exogenous parameters of the e-learning
process and foresaw the prognostication of its effectiveness. As the concept of such
model there was offered the dependence of mastering the material and students’ per-
formance index in the course: number of students in a group; number of ECTS credits
according to the curriculum; number of discussions planned by the tutor; volume of
learning material with an account of the tutor’s and students posts; averaged perfor-
mance indices for the previous years.

Conceptual model was formalized on the basis of statistic information about the
learning procedure of 15 academic groups. As the formalization methods we have
chosen the method of self-organized Kohonen maps, ANN modeling and GMDH.

In the result of clustering with the help of Kohonen maps method there was found a
cluster that encloses academic groups with high performance rate and average number
of students – 7. ANN model has proven that performance of students depends greatly
on the group size. But, unlike the Kohonen maps, a recommended minimal group size
is 10 students. ANN model and GMDH, though, show a somewhat different result
within the scope of the learning course (ECTS credits).

The restriction of the applied methods is the impossibility to estimate the infor-
mation overload that is proven by the results on Figs. 1 and 2. With the aim to take into
account the latter, there is a need to complicate functional (1) by parameters of
information notes exchange, messages between the course audience and its formal-
ization in the form of model imitation.
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Abstract. The article is devoted to the chunk-based approach for course
ontology creation and didactics of E-learning. Concept of chunk-based approach
for course ontology creation will be proposed. Also described what benefits can
be obtained using chunk-based approach to accomplish the analysis of student
knowledge. A new model of monitoring the interaction between students and
chunk-based content is proposed. Development tools of this software engine are
explained. Implementation is presented and grounded. As a result, an ontology-
based plugin for MOODLE was developed and examples of use are shown.

Keywords: E-learning � Ontology Engineering � Chunk based �
Ontology-driven E-learning

1 Introduction

More and more people are known to choose online education. The distance courses can
be completed at any time and without reference to a specific location. The use of cloud
technology has made education more integrated, networked and composite. This makes
e-learning as highly effective as the conventional method of learning delivery [1].

Among the e-learning systems most common are LMS (Learning Management
Systems) and MOOC (Massive Open Online Courses), Such systems are characterized
by high rates of emergence of new educational resources and a large amount of edu-
cational data.

At the same time, each new electronic course, as a rule, exists independently, and
its authors create all the necessary content from beginning to end. There is no reuse of
already existing materials of electronic courses. This leads to significant duplication of
information and makes it difficult to analyze both the courses themselves and the results
of e-learning. The difficulty of sharing educational materials and facilitate access to
content with the help of semantic web to make them accessible and available to
different users is one of modern problems [2].

One of the reasons for these problems is the lack of formal links between electronic
courses and descriptions of subject areas. Existing systems of e-learning provide data
on the revision of certain educational resources and the facts of the implementation of
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independent, control and test work, rather than the complex study of a particular subject
area. Also, when monitoring the results of learning, information can be obtained only
on the results of passing a certain control measure without a detailed understanding of
the learning material at the level of understanding of the subject area.

To date, Internet technologies are actively developing on the basis of ontologies
and Web 3.0. Their main purpose is the publication of semantic data for Internet
resources, which allows you to create a new, search and logical analysis of Internet
content. However, these technologies are not used in systems of computer training and
distance education, since there is no ontology of educational disciplines [3].

Recently, the idea of creating Learning Object/Content Repositories (LORs) based
on metadata has begun to develop [4]. But there is no common metadata that allows to
retrieve similar content from different LORs [4, 5]. The approach based on meta-
ontology was proposed in previous works of the authors [6]. In this paper developed
the chunk based approach to ontology driven LMS, described e-learning process based
on chunks. Also, this paper will demonstrate how an individual learning pathway can
be built based on the chunk based approach. All this technologies will give new
possibilities in educational field and increase the quality of education. Additionally, the
subsystem of monitoring student’s knowledge has already been implemented as an
example of a plug-in to the LMS MOODLE.

2 The Chunk Based Approach to Ontology Driven LMS

Different kinds of educational content are used in e-learning, such as texts, slides in
presentation, video, sound, quizzes, tests. There is a need to link this content among
themselves and to allocate a certain “portion” of knowledge, that is, a set of logically
related learning material that can be perceived as a unit that is generalized by the topic
of learning.

According to the technology offered in [5], the educational material is organized
according to meta-ontology approach. The basic essence of such approach is meta-
ontological system.

Z ¼ \OMeta;P;E[ ð1Þ

where OMeta is ontology of the upper level (meta-ontology) which contains general
concepts and relations that do not depend on the subject domain and are common for
all courses; P is a set of ontologies of subject domain and certain courses; E is rules
model of e-learning engine which provide study process.

Meta-ontology OMeta consists of two parts, OContent is a content ontology and
ODidactic is a didactic ontology.

The unit of knowledge is facts, information, and skills acquired through experience
or education, also the theoretical or practical understanding of a subject. A chunk (a
unit of information in one’s memory) is an array of letters, words or numbers.

To indicate a certain “portion” of knowledge, that is, a set of logically related
learning material, the terms have been used: model, notion, image, quantum and chunk
[8–11].
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A review [4] of the terms for determining a certain set of logically related material
has been allowed to find out that it is more appropriate to use the term “chunk”.

The chunking methodology allows us to expand the borders of short-term memory
through unification of information into a smaller number of units. Short-term memory
can effectively process four blocks, give or take one. Chunking is often used as a
general method for simplification of processing [12].

2.1 The Didactic Ontology

The base element (entity) of the didactic ontology is a chunk, while content mapping,
and relations conform a didactic model of a discipline.

ODidactic ¼ \C; L;R[ ð2Þ

where C ¼ cif g is a set of chunks which compose the didactic ontology; Li ¼ lmif g is a
set of content mappings; R ¼ rij

� �
is a set of relations, there are considered two types

of relations R1 and R2. R1 � C � C is relations among chunks; R2 � C � L is relations
among chunks and content.

Content mappings connect content blocks within the framework of one discipline
and varying types of content, whether it is a text file, presentation, video file, or quiz.
This allows us to display synchronously different types of content in frames of one
browser or even on different devices (Fig. 1).

The didactic idea is to organize the multi-flow study process. When the different
types of content are displayed in few windows simultaneously. For example, one
window contains text information, next window shows presentation, another window
displays a quiz. This approach gives us the opportunity to organize interactive quizzes.
And create a personal learning path depends of student answers (Fig. 2).

Fig. 1. Chunks to content mapping
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It can be distinguished that there are relations rij of different types among the
chunks of subject domain. One of that types is “need to understand”, for example, to
understand what the decision-making process is, student must to understand what
criteria, alternatives, scales. and decision-making body are. These relations form a
semantic graph of discipline. \Ci;R[ whose vertices Cið Þ are chunks, and the edges
R are the set of relations, “need to understand”.

An example of the ontograph fragment of the discipline “Models and Methods of
Supporting Decision Making” (Fig. 3).

The vertices of this graph correspond to the chunks, and the edges show the
sequence of learning the study material. The topological sorting of the vertices of the
graph allows to construct the initial pathway of learning.

Learning Content .pptx

Learning Content.pdf

Learning Content.avi

HTML Browser WindowTimeline

Ch
i

Ch
i

Ch
i

Fig. 2. Multiframe learning.

Fig. 3. An example of the ontograph fragment of the discipline “models and methods of
decision support”
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In this manner, for example, a chunk called “Pareto Set” follows after all others
because it has not outgoing edges. In fact, edges of this kind semantic graph mean the
relation “is studied after”. As we can see this relation forms directed acyclic graph.
Topological sorting of vertexes of this graph gives us the sequence of chunks (topics)
to be studied. At the same time impossibility of topological sorting tells us that didactic
mistakes present.

2.2 Test Questions and Quizzes Generated Using the Chunks

The content part of meta-ontology reflects the other type of the connections between
chunks. In contrast to the traditional approaches to building ontologies of educational
disciplines, which in fact consisted in constructing an ontology of the subject domain, it
is proposed to construct an ontology by extracting from the text predicates of the form:

notation – essence – link(relation) – description,

For example, the chunk «Pacific States» from USA natural history can relate to next
predicate:

“The nick name of State of Oregon is The Beaver State.”

In this case “The nick name of State of” corresponds to notation, “Oregon” – to
essence, “The Beaver State” – to description, “is” – to link(relation). It can be for-
malized to consider a chunk as a set of chains:

C:\N;E; L;D[ ð3Þ

where N is notation E ¼ Eif g is a tuple of essences of subject area, L are links between
essences and descriptions, D ¼ Dij

� �
is a tuple of descriptions.

Should be noted that every Ei can be substituted for each other (i.e., Ei are in the
same class) have paradigmatic relation, this is also true for every Dij with same j. On
other hand E with L. However, L are in syntagmatic relation with D. That means L are
related semantically with D (can be combined each with other).

Formally the predicates of domain, examples above, can be written like:

“The nick name(s) of the State of Ei is(are) Dij”.

Then the set of true predicates must be written:

“The nick name(s) of State of Oregon is(are) {The Beaver State};”
“The nick name(s) of State of Washington is(are) {The Evergreen State};”
“The nick name(s) of State of California is(are) {The Golden State; El Dorado
State};”
“The nick name(s) of State of Alaska is(are) {The Last Frontier; Land of the
Midnight Sun};”
“The nick name(s) of State of Hawaii is(are) {The Aloha State, Paradise of the
Pacific};”

It should be noted that some states may have several nicknames. This fact is
reflected by set of Di in curly brackets. Test questions of closed type one or multiple
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answer can be generated by combining chains N;Ei; L;Dij
� �

as a correct answers? and
chains N;Ei; L;Dkj

� �
where k 6¼ i is destructors.

Using one of supported by MOODLE test question format GIFT [13] the question
may look like:

The nick name(s) of State of Alaska is(are) {
* The Beaver State
*%50% The Last Frontier
*%50% Land of the Midnight Sun
* The Evergreen State}

In case of wrong or not complete answer student will be directed to WEB page
linked with chunk “Alaska nickname” had containing information about origin of
nickname.

“Alaska is commonly known as the Last Frontier and sometimes the land of the midnight sun.
The frontier reference is due to Alaska being admitted as the 49th state of the union and its
location far from the contingent 48 states. Moreover, the rugged landscape and frontier spirit
of Alaskans supports this nickname.”

For each chunk, a test questions bank Q has been generated for its content
ontology.

Q ¼
[n

i¼1
Qi ð4Þ

where Qi is the set of generated questions for Ci, i ¼ 1; . . .; n.
In this case, each student has a vector of grades – �v, such that:

�v ¼ g1; . . .; gnð Þ ð5Þ

where gi 2 �2;�1; s; 1; 2f g
In this case, gi $ Ci, i-th grade corresponds to the i-th chunk.

3 E-Learning Process Based on Chunks

The initial condition of the marks is uncertain, that is, �v ¼ s; . . .; sð Þ.
In the process of learning, the student answers Qi test questions in accordance with

the constructed initial learning pathway.
The grade changes after each student’s answer to the question of the corresponding

chunk. A graph of possible transitions between grades is shown on Fig. 4.
The arrows marked with the þ sign means the correct answer; the rest is not

correct. It is assumed that �1 is the lowest grade for a chunk that a student can get, and
2 is the highest.

The ontology-driven system collects information about the student activity during
his interaction with LMS using his logs. This information are a history of content
attendance and history of grades changes. On the basis of information received system

Ontology-Based Approach for E-learning Course Creation Using Chunks 653



www.manaraa.com

provides recommendations for the possibility of further study or the need for re-
studying certain material related with a specific chunk.

After completing the study of the credit module, each student has his own vector of
marks, which system analyzes.

If 8gi ¼ 2, then the ontology driven e-learning system will move to the next credit
module.

If 9gi ¼ s, then the ontology driven e-learning system cannot move to the next
credit module, since remaining chunk for which the grade is undefined.

If 9gi ¼ �1, then the ontology driven e-learning system cannot go to the next credit
module, because there are chunk grades for which are unsatisfactory, and re-
examination of the material is required.

With the help of the evaluation vector, an ontology driven e-learning system
provides recommendations for further education and builds an individual pathway of
learning in accordance with the given didactic part of the meta-ontology of the
discipline.

Thus, the work with the content and content of the content ontology of the disci-
pline corresponds to the process of knowledge management. Didactic ontology of the
discipline implements the sequence of learning, that is, the formalization of the indi-
vidual learning pathway.

4 Ontology-Based Plugin for MOODLE

The results provide using the e-learning education in MOODLE platform is highly
satisfactory [14]. Due to this the ontology-based plugin was developed for MOODLE.

To implement a developed ontology-based plugin for MOODLE, the LAMP web
technology stack is used, which represents the main components for building a web
service (Linux, Apache, MySQL, PHP).

For a more convenient and quick development of an ontology-based plugin, the
special Yii 2 PHP framework is used.

For the separation of users in an ontology-based plugin, the RBAC (Role Based
Access Control) module is used to divide users into administrators, teachers, and
students.

Fig. 4. Graph of conversions between grades
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In order to maintain a permanent HTTP connection between the client and the
server in order to implement a synchronized display of educational content, students
receive real-time responses using the COMET web application model, namely AJAX
long polling technology. As a data format, AJAX uses XML. Unlike regular AJAX
queries that, after a certain period of time, send requests to the server and check
whether the data has changed, the long pooling browser sends one request to the server
and keeps the open connection until the data is changed. When scaling a system,
developing new modules that require a permanent connection to the server, such as
chat, it is possible to use WebSocket technology. With AJAX, the work on the content
of educational disciplines in multi-mode mode is realized.

The screenshot with results of work of ontology-based plugin for MOODLE is
presented on Fig. 5.

Every student can check his results being logged on, using the MOODLE menu
commands:

Profile�[Course details�[ Check Courseh i�[Reports�[ Status overview:

The first column of a table indicates a list of topics to be studied in appropriate
sequence. Second column indicates a grade for topic. The bars indicate part of learning
content to have been reviewed by student. Last column keeps the links to log of
student’s activity on each topic. This screen form contains a list of links to resources
that need to be refined in the sequence determined by the individual learning pathway.

The interactive studying module provides the following features: students may
review lecture materials in few-framed mode (text and presentation mode, video-
lectures, interactive quiz) due to detection of the main objects, terms, chunks, subjects
and their structure and referencing, the learning materials are provisioned through few
windows simultaneously.

In a dedicated pathway of training, each student is provided with links to the
educational content with which he works. After completing the credit module, the
material assimilation is checked, that is, the initial control in order to determine whether

Fig. 5. The screen form displaying the student activity
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all the chunks have been learned. And if a student successfully passes test control, he
can go to the next credit module, and if not, then the system identifies the chunk on
which question he did not respond and rebuilds the pathway of training in such a way
as to repeat the necessary material again.

The teacher, using the plugin, receives a rating profile and a status of a pathway for
each student. If there are no estimates for a particular chunk or module, the student does
not study, and if the points are negative, then you need to change the pathway of
training.

Since each discipline has a credit and modular structure, in order to obtain a score
for discipline, the student must pass all credit modules and study all chunks from this
discipline.

The plugin provide feedback between all participants in the learning process,
enable them to control the quality of learning and activities in the E-learning envi-
ronment, and most importantly adapt the training content by analyzing the student’s
actions.

The teacher has a possibility to create of a holistic understanding of the subject area
understanding among students throughout the educational process.

5 Conclusions

An ontology-based plugin for MOODLE was developed, which allows to expand the
main functionality of the LMS. The developed plugin collects information about the
student activity and his learning progress. Collected information, gives recommenda-
tions to the student and the teacher on further movement in the learning.

The work of the plugin is based on the didactic ontology of the discipline, which
forms the basis of the chunk-oriented approach to learning; this provides the oppor-
tunity to monitor the student’s successes.

Subsequently, the possibilities of this plugin will be expanded and a module
developed which, based on available training materials and test results, will generate
individual recommendations for student to review appropriate topics before the next
lecture, as well as the ability of tracking the presence at the lecture by checking
student’s activity in the system during the class.
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Abstract. The impact of the maximally possible batch size (for the better
runtime) on performance of graphic processing units (GPU) and tensor pro-
cessing units (TPU) during training and inference phases is investigated. The
numerous runs of the selected deep neural network (DNN) were performed on
the standard MNIST and Fashion-MNIST datasets. The significant speedup was
obtained even for extremely low-scale usage of Google TPUv2 units (8 cores
only) in comparison to the quite powerful GPU NVIDIA Tesla K80 card with
the speedup up to 10x for training stage (without taking into account the
overheads) and speedup up to 2x for prediction stage (with and without taking
into account overheads). The precise speedup values depend on the utilization
level of TPUv2 units and increase with the increase of the data volume under
processing, but for the datasets used in this work (MNIST and Fashion-MNIST
with images of sizes 28 � 28) the speedup was observed for batch sizes >512
images for training phase and >40 000 images for prediction phase. It should be
noted that these results were obtained without detriment to the prediction
accuracy and loss that were equal for both GPU and TPU runs up to the 3rd
significant digit for MNIST dataset, and up to the 2nd significant digit for
Fashion-MNIST dataset.

Keywords: Deep learning � Tensor processing unit � GPU � TPUv2 �
Performance � Accuracy � Loss � Inference time � MNIST � Fashion-MNIST

1 Introduction

Now the current trend of hardware acceleration for deep learning applications is largely
related with graphics processing units (GPU) as general purpose processors (GPGPU).
But recently the interest to alternative platforms, like variety of alternative hardware
including GPUs, GPPs, field programmable gate-arrays (FPGA), and digital signal
processors (DSP), and application-specific integrated circuit (ASIC) architectures like
NVIDIA TCU (Tensor Core Units) and Google Cloud TPU (tensor processing units),
become more and more popular [1]. Despite availability of some performance tests,
like Google TPU vs. NVIDIA GPU K80 [2] and Google Cloud TPUv2 vs.
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GPU NVIDIA V100 [3], the systematic studies on the scaling their performance (ac-
curacy, loss, inference time, etc.) in relation to datasets of different sizes and hyper-
parameters (for example, different batch sizes) are absent. This especially important in
the view of the great interest to the influence of hyper-parameters of deep neural
networks (DNN) on their training runtime and performance [4, 5], especially with
regard to the batch size, learning rate, activation functions, etc. [6–9].

The main aim of this paper is to investigate scaling of training and inference
performance for the available GPUs and TPUs with an increase of batch size and
dataset size. The Sect. 2 Background and Related Work gives the brief outline of the
state of the art in tensor processing and equipment used. The Sect. 3 Experimental and
Computational Details contains the description of the experimental part related with
the selected datasets, networks, and metrics used. The Sect. 4 Results reports about the
experimental results obtained, the Sect. 5 Discussion is dedicated to discussion of these
results, and Sect. 6 Conclusions summarizes the lessons learned.

2 Background and Related Work

Google’s Tensor Processing Unit (TPU) has recently gained attention as a new and
novel approach to increasing the efficiency and speed of neural network processing.
According to Google, the TPU can compute neural networks up to 30x faster and up to
80x more power efficient than CPU’s or GPU’s performing similar applications [2]. It
is possible, because the TPU is specifically adapted to solve inference problems with
the much higher number of instructions per cycle in comparison to CPU, CPIU with
advanced vector extensions, and GPU (Table 1).

The TPU has a systolic array that contains 256 � 256 = total 65,536 arithmetic logic
unit (ALUs), and it can process 65,536 multiply-and-add operations for 8-bit integers
every cycle. As far as the TPU runs at 700 MHz, it can compute 65,536 � 7 � 108 = 46
� 1012 multiply-and-add operations or 92 � 1012 per second [2].

One of the ways to achieve the highest performance in GPU computing is to hide
the long latency and other computational overheads by high data-level parallelism to
achieve a high throughput, for example by the high batch size values [10, 11]. In
addition to tests on GPU [4–9], recently the thorough performance analysis of the
Google TPU was performed with some attempts to estimate influence of hyper-
parameters on performance for TPU also [2, 12]. In addition to it this work is aimed to
give the answer to some questions, namely, when it could be more efficient to use GPU
or TPU during training and inference phases for datasets of various sizes and batch

Table 1. Comparison of the number of instructions per cycle for CPU, GPU and TPU

Type Instructions per cycle

CPU *100

CPU (with vector extensions) *101

GPU *104

TPU *105
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sizes. In the next section the short description of the used datasets, network, equipment,
and measurement methods is given.

3 Experimental and Computational Details

Datasets. The MNIST database (Modified National Institute of Standards and Tech-
nology database) is a large database of handwritten digits (28 � 28 images) that
become a standard benchmark for learning, classification and computer vision systems
[13]. It was derived from a larger dataset known as the NIST Special Database 19
which contains digits, uppercase and lowercase handwritten letters.

Fashion-MNIST, a new dataset comprising of 28 � 28 grayscale images of 70,000
fashion products from 10 categories, with 7,000 images per category [14]. The training
set has 60,000 images and the test set has 10,000 images. Fashion-MNIST is intended
to serve as a direct drop-in replacement for the original MNIST dataset for bench-
marking machine learning algorithms, as it shares the same image size, data format and
the structure of training and testing splits.

The subsets of these datasets were used with the maximally possible batch size (for
the better runtime) starting from 8 images and up to 130 000 images (with duplication
of some images to increase the range of the datasets).

Equipment: GPU and TPU. The GPU and TPU computing resources were used to
investigate the influence of hardware-supported quantization on performance of the
DNNs. NVIDIA Tesla K80 was used as GPU cards during these experiments as
Google Collaborative cloud resources (https://colab.research.google.com). Google
TPUv2 are arranged into 4-chip modules with a performance of 180 TFLOPS, and 64
of these modules are then assembled into 256 chip pods with 11.5 PFLOPS of overall
performance. TPU 2.0 has an instruction set optimized for executing Tensorflow and
capable of both training and running DNNs. A cloud TPUv2 version was used as a
TPU-hardware during these experiments, where 8 TPU cores were available as Google
Collaborative cloud resources also.

Metrics. Accuracy and loss values are calculated for training, validation, and inference
phases, then receiver operating characteristic (ROC) curves are constructed and the area
under curve (AUC) is calculated per class and as their micro and macro averages (see
below in the next section). To emphasize the contribution of initialization phase for
GPU and TPU, the following two runtimes (both for GPU and TPU) per image were
calculated for each run:

• Time with overheads = the wall time of the 1st epoch/number of images;
• Time without overheads = the wall time of the 2nd epoch/number of images.

The speedup values were calculated as GPU runtimes divided by TPU runtimes.

Deep Neural Network. The following deep convolutional neural network (Fig. 1) was
used for this stage of research. The idea behind it was to use simple DNN to get results
for reasonable period, but DNN should be complex enough to get the high accuracy and
low loss comparable with available results on these standard datasets by other
researchers.
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Fig. 1. The structure of the deep neural network used in the work.
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4 Results

4.1 GPU

Below the training and validation history is shown for GPU for MNIST dataset (Fig. 2)
and the similar plots were obtained for Fashion-MNIST (they are not shown here
because of the shortage of space, but will be published elsewhere [12]).

The ROC-curves and AUC-values (Fig. 3) demonstrate the excellent prediction
accuracy, which is used for comparison with the similar experiments on TPUv2.

4.2 TPU

Below the similar training and validation history is shown for TPUv2 and MNIST
dataset (Fig. 4) and the similar plots were obtained for Fashion-MNIST (again, they are

Fig. 2. Accuracy (left) and loss (right) during training and validation on GPU K80 (for the
whole training part of MNIST dataset 60000 images)

Fig. 3. ROC-curves and AUC-values for 10 classes on GPU K80 (for the testing part of MNIST
dataset - 10000 images)
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not shown here because of the shortage of space, but will be published elsewhere [12]).
These results demonstrate the principally similar evolution to the high values of
accuracy and loss as for GPU before.

The ROC-curves and AUC-values (Fig. 5) also demonstrate the excellent predic-
tion accuracy, which is similar to the results obtained in experiments on GPU.

The saturation of speedup can be observed for training from the raw timing data
(Fig. 6) and speedup plot (Fig. 7) in the point where the number of images equal to
*8000.

Fig. 4. Accuracy (left) and loss (right) during training and validation on Google TPUv2 (for the
whole training part of MNIST dataset 60000 images)

Fig. 5. ROC-curves and AUC-values for 10 classes on Google TPUv2 (for the testing part of
MNIST dataset - 10000 images)
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Fig. 6. Comparison of GPU K80 and TPUv2 run times per image.

Fig. 7. Speedup of GPU K80 and TPUv2.
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It is explained by the inability to use batch size > 8192 for the current datasets with
images of sizes 28 � 28. For the bigger images the maximally possible batch size will be
lower and the speedup will be saturated earlier, but it will be investigated elsewhere [15].

5 Discussion

These results demonstrate that usage of Google TPUv2 is more effective (faster) than
GPU for the large number of computations under conditions of low overhead calcu-
lations and high utilization of TPU units. Moreover, these results were obtained for the
simple CNN-like deep learning network without detriment to the accuracy and loss that
were equal for both GPU and TPU runs up to the 3rd significant digit for MNIST
dataset, and up to the 2nd digit for Fashion-MNIST dataset (Table 2).

The prediction accuracy values were equal for both GPU and TPU up to the 3rd
significant digit for MNIST, and up to the 2nd significant digit for Fashion-MNIST.
The loss values were equal for both GPU and TPU regimes up to the 2nd significant
digit for both MNIST and Fashion-MNIST datasets. The significant speedup (Fig. 7)
was reached even for extremely low-scale usage of Google TPUv2 units (8 cores only)
in comparison to the quite powerful GPU unit (NVIDIA Tesla K80):

• Speedup > 10x for training stage (without taking into account overheads);
• Speedup > up to 2x for prediction stage (with and without overheads).

The speedup values depend on the utilization level of TPUv2 units and increase with
the data volume (batch size) under processing, but for the MNIST and Fashion-MNIST
datasets with images of sizes 28 � 28 the speedup was started (i.e. speedup becomes >
1) after 512 images (for training) and 40 000 images (for prediction) even.

It should be noted that these results were obtained without detriment to the accuracy
and loss for the relatively simple DNN and small images (28 � 28). The current
investigations of network size impact and image size impact are under work now and
their results will be published elsewhere [15]. In addition to Google TPU architecture,
the specific tensor processing hardware tools are available in the other modern GPU-
cards like Tesla V100 and Titan V by NVIDIA based on the Volta microarchitecture

Table 2. The accuracy and loss or the testing part (10000 images) of the datasets used.

Hardware Accuracy Loss

MNIST
GPU 0.9944 0.02236
TPU 0.9937 0.02214
Fashion-MNIST
GPU 0.9255 0.2354
TPU 0.9279 0.2434
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with specialized Tensor Cores Units (640 TCU) and their influence on training and
prediction speedup are under investigation and will be reported elsewhere [15].

As far as the model size limits the available memory space for the batch of images
other techniques could be useful for squeezing the model size, like quantization [15,
16] and pruning [17, 18]. These results can be used for selection of the optimal
parameters for applications where a large batch of data needs to be processed, for
example, for monitoring real-time road condition in advanced driver assistance systems
(ADAS), where such specialized architectures like TPU, TCU, and FPGA-based
solutions can be deployed [19]. For example, it is especially important for various
complex ADAS-related tasks like real-time obstacle and lane detection [20, 21], traffic
video analysis under impact of noise [22], and monitoring driver behavior even [23].

6 Conclusions

In this work the influence of dataset size with the maximally possible batch size (for the
better runtime) was investigated with regard to the performance of graphic and tensor
processing hardware during training and inference phases. During these experiments
GPU NVIDIA Tesla K80 was used as a GPU-hardware and Google TPUv2 was used
as a TPU-hardware (both were available as Google Collaborative cloud resources). The
practical efficiency of the both hardware types was investigated during the numerous
runs of the selected DNN on the standard MNIST and Fashion-MNIST datasets. The
significant speedup was obtained even for extremely low-scale usage of Google TPUv2
units (8 cores only) in comparison to the quite powerful GPU NVIDIA Tesla K80 card
with the speedup up to 10x for training stage (without taking into account overheads)
and speedup up to 2x for prediction stage (with and without taking into account
overheads). It was shown that the precise speedup values depend on the utilization level
of TPUv2 units and increase with the increase of the data volume under processing, but
for the datasets used in this work (MNIST and Fashion-MNIST with images of sizes
28 � 28) the speedup was observed for datasets with >512 images for training phase
and >40 000 images for prediction phase. In general, the usage of tensor processing
architectures like Google TPUv2 will be very promising way for increasing perfor-
mance of inference and training even, especially in the view of availability of the
similar specific tensor processing hardware architectures like TCU in Tesla V100 and
Titan V provided by NVIDIA, and others.
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